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In  this  study,  a fully  automated  two-dimensional  liquid  chromatography  system  was  evaluated  for  pes-
ticide analysis.  The  first dimension  was  a hydrophilic  interaction  liquid  chromatography  column  for
matrix  separation.  The  analytes  were  collected  on  a trap  column  and  transferred  to  the  second  dimen-
sion  with  a reversed  phase  column.  This  separation  system  was coupled  to a quadrupole  time-of-flight
mass  spectrometer.  Investigations  were  started  to  elucidate,  whether  this  system  is  useful  for  screening
purposes.  Therefore,  analytes  with  different  masses,  pKa and  log  Kow values  were  chosen.  The  aim  was  to
test,  if  broadening  the  scope  of this  method,  without  a time-intensive  adjustment  of  the  valve  switching
times  is  possible.  All  in  all,  the limits  of the system  were  determined.  It  is important  that  the analytes
ulti-screening
esticides

elute  from  the  hydrophilic  interaction  liquid  chromatography  column  within  a small  window.  It  could
be  deduced  that  the  window  within  which  the analytes  elute  expanded  too  far  with  the  chosen  analytes.
Therefore,  optimization  with  different  buffers,  columns,  column  temperatures,  and  flow  rates  was started
to minimise  the window.  Furthermore,  differences  in the  analytes’  elution  behavior  during  hydrophilic
interaction  liquid  chromatography  separation  were  elucidated.

©  2019  Elsevier  B.V.  All  rights  reserved.
. Introduction

Plant protection products contain at least one active substance.
espite proper use of plant protection products, residues of active

ubstances (pesticide residues) and their degradation products can
emain on harvested crops and in the environment [1,2]. These
emaining pesticide residues in food, feed, and environment can
ose a risk to human and animal health [1]. The challenges for
he analysis of pesticide residues are the huge number of possi-
le residues, the chemical diversity of the pesticides, the variety of
atrices, and the control of the statutory maximum residue levels

hat are partly very low (<0.01 mg/kg).
The well-known Quick Easy Cheap Effective Rugged and Safe

pproach (QuEChERS) [3,4] is a common procedure for sample
reparation in the analysis of pesticide residues. After homogeni-
ation of the samples, the pesticide residues are extracted with
cetonitrile. A liquid-liquid partitioning step follows to separate the

esticides from the co-extracted matrix components [3,4]. Depend-

ng on the type of sample one of various options for clean-up follows
e.g., by dispersive solid phase extraction or freezing-out) [3,4].

∗ Corresponding author.
E-mail address: sandra.muehlwald@bvl.bund.de (S. Muehlwald).

ttps://doi.org/10.1016/j.chroma.2019.04.003
021-9673/© 2019 Elsevier B.V. All rights reserved.
Two-dimensional liquid chromatography (2D-LC) is an alter-
native approach for the separation of complex samples. This
technique has already been applied in the analysis of peptides,
carbohydrates, antioxidants, and triacylglycerols [5–10]. The best
results in 2D-LC separation can be achieved, when two complemen-
tary separation systems with different retention mechanism are
used. This ensures a large difference between the selectivity of the
separation and the retention of the sample components [5,6]. The
highest degree of orthogonality in the retention mechanism can be
achieved by combining hydrophilic interaction liquid chromatog-
raphy (HILIC) and reverse phase chromatography (RP) [7]. Kittlaus
et al. [11] had the idea to replace the traditional liquid-liquid par-
titioning step in QuEChERS with a HILIC column. They developed a
fully automated 2D-LC system for the separation. Switching valves
were used as bridging modules between the HILIC column and the
RP column [7,11]. The pesticides eluted within one small window at
the beginning of the 2D-LC analysis from the HILIC column. Kittlaus
et al. [11] used a packed loop interface to change the solvent before
the analytes were transferred to the second dimension. For this
purpose, a short column was used. This allows to transfer the HILIC

effluent to the RP column and to enrich all analytes in one fraction.
Kittlaus et al. developed a system, coupled to a triple quadrupole
mass spectrometer for the determination of over 300 pesticides
[11].

https://doi.org/10.1016/j.chroma.2019.04.003
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chroma.2019.04.003&domain=pdf
mailto:sandra.muehlwald@bvl.bund.de
https://doi.org/10.1016/j.chroma.2019.04.003
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In a previous paper, we discussed the problems that could occur
uring the validation of a qualitative multi-screening method using
uEChERS and high-performance liquid chromatography (HPLC)
ith quadrupole-time-of-flight mass spectrometer (Q-TOF-MS).
ore than half of the analytes did not fulfil the validation criteria.

herefore, we started to elucidate reasons for the low detectability
nd could demonstrate that the co-eluting matrix (matrix effect)
as one main cause of the signal suppression [12].

The aim of this study was to increase the detectability of the
nalytes that did not meet the validation criteria. Therefore, the
lean-up procedure by using 2D-LC should be improved. The stud-
es were carried out with a fully automated 2D-LC system coupled
o a Q-TOF-MS.

It was aimed at evaluating, whether this system is applicable as
 multi-screening method or needs to be optimized. Furthermore, it
hould be evaluated, whether it is possible to broaden the scope of
he method developed by Kittlaus et al. [11]. Consequently, the lim-
ts of the system, with implementing as many chemically different
nalytes as possible, were determined.

. Experimental

.1. Reagents and materials

Acetonitrile (ACN), methanol (MeOH), formic acid, and acetic
cid were purchased from Biosolve BV (Valkenswaard, The
etherlands). Ammonium formate and ammonium acetate were
btained from Sigma-Aldrich Production GmbH, subsidiary of
erck KGaA (Darmstadt, Germany). MiliQ water from a conven-

ionally water treatment system was used. The pesticide standards
ere purchased from Sigma-Aldrich Production GmbH, subsidiary

f Merck KGaA (Darmstadt, Germany), Honeywell Specialty Chem-
cals Seelze GmbH (Seelze, Germany), Witega GmbH (Berlin,
ermany), HPC Standards GmbH (Cunnersdorf, Germany), LGC
tandards GmbH (Wesel, Germany), Toronto Research Chemicals
nc. (North York, Canada) and Chem Service Inc. (West Chester,
SA). The analytical standards of selected matrix components
ere obtained from Sigma-Aldrich Production GmbH, subsidiary of
erck KGaA (Darmstadt, Germany), Carl Roth GmbH + Co. KG (Karl-

ruhe, Germany), Alfa Aesar, Thermo Fisher Scientific (Karlsruhe,
ermany), and Larodan AB (Solna, Sweden).

Standard solutions were prepared in diverse solvents, depend-
ng on solubility and stability. For some standard solution prepara-
ions, MeOH and ACN purchased from Biosolve BV (Valkenswaard,
he Netherlands) were used. In other cases, the solutions were
repared in cyclohexane, dichloromethane, trichloromethane,
thanol, isooctane, toluene, 5 M sodium hydroxide solution, ethyl
cetate, dimethyl sulfoxide, and dimethylformamide purchased
rom VWR  GmbH (Darmstadt, Germany). The concentration of the
tandard solutions for the 2D-LC measurements was  100 ng/mL in
CN. Sodium hydroxide was purchased by Merck KGaA (Darmstadt,
ermany).

For sample preparation the following tubes were used: SupelTM

uECitrate (EN) tube (4 g of MgSO4, 1 g of NaCl, 0.5 g of
6H6Na2O7 × 1.5 g of H2O, 1 g of C6H5Na3O7 × 2 g of H2O). It was
btained from Sigma-Aldrich Production GmbH, subsidiary of
erck KGaA (Darmstadt, Germany).

.2. Instrument and software

The 2D-LC analyses were performed with the help of the Easy

esticides Isolation and Concentration System (EPICS) (Joint Ana-
ytical Systems GmbH (JAS), Moers, Germany). It consists of two
inary pumps (Agilent Series 1100/1200, Agilent Technologies,
aldbronn, Germany), an autosampler (Agilent Series 1200, Agi-
gr. A 1599 (2019) 95–107

lent Technologies, Waldbronn, Germany), and a two-column oven
(JAS, Moers, Germany). However, the heart of this system is com-
posed of a 10-port valve (valve 1) and a 6-port valve (valve 2).
Additionally, an RP pre-column was integrated into the column
oven for these investigations.

2.2.1. EPICS operating principle (switching states)
The EPICS requires two binary pumps, one for the first dimension

(HILIC pump) and one for the second dimension (RP pump). The
HILIC column and RP column are coupled by two valves and a C8-
trap column (Agilent ZORBAX-C8; 4.6 mm × 12.5 mm;  5 �m;  80 A).
The valves can switch between position A and position B. Fig. 1
shows the four states and valve positions of the EPICS.

In state I, both valves are in position B (Fig. 1, state I), and the
columns are conditioned. Before the first analyte (the most non-
polar analyte) elutes from the HILIC column, valve 1 and valve 2
switch to position A, guiding the flow to the trap column. Addi-
tionally, the RP pump adds water to the HILIC effluent with a high
flow of 2 mL/min in order to ensure the trapping of the non-polar
analytes (Fig. 1, state II).

After the last analyte which could be trapped has eluted from the
HILIC column, valve 2 switches back to position B. All analytes that
are too polar for trapping elute from the HILIC column to the mass
spectrometer, directly. Simultaneously, the flow of the RP pump
stops so that the trapped pesticides remain on the trap column
(Fig. 1, state III).

After elution of the last analyte (the most polar analyte) from
the HILIC column, valve 1 switches to position B. The matrix com-
ponents remaining on the HILIC column are flushed to the waste
by applying a gradient. Simultaneously, the RP pump backflushes
the trapped analytes to the RP column, where the analytes are sepa-
rated by gradient elution and subsequently being transferred to the
mass spectrometer (Fig. 1, state IV (valve positions are the same as
for state I)). Table 1 shows an overview of the states, valve positions
and default as well as adjusted valve switching times (VST).

2.2.2. Optimization of the HILIC separation
2.2.2.1. HILIC columns, gradients and eluents. The chromato-
graphic separation in the first dimension was carried out
with three HILIC columns: Column A: YMC-Pack Diol-HILIC
(100 mm x 2.1 mm;  5 �m;  120 Å; YMC, Kyoto, Japan), Column
B: AppliChrom OUT DiO (100 mm x 2.0 mm;  5 �m;  105 Å;
AppliChrom, Oranienburg, Germany) and Column C: YMC-
Triart Diol-HILIC (100 mm x 2.0 mm;  5 �m;  120 Å; YMC, Kyoto,
Japan). For the HILIC separation several mobile phases were tested.
Phase combination 1: Mobile phase A consisted of water and
mobile phase B of ACN/water (90/10), both with 5 mM ammonium
formate and 0.1% of formic acid (as recommended by JAS [13]).
Phase combination 2: Mobile phase A consisted of water/buffer
(95/5) and mobile phase B of ACN/water/buffer (90/5/5). The
buffer consisted of 100 mM ammonium formate, pH = 3.2 (AF), and
100 mM ammonium acetate, pH = 5.8 (AA), respectively.

The gradient started with an isocratic phase of 100% of B up
to 2.5 min, followed by a linear decrease to 50% of solvent B up to
7.5 min, which was  maintained for 10 min. From 17.5 min  to 20 min,
the amount of B was increased to 100%, which was maintained for
10 and 18 min, respectively.

All investigations for the optimization of the HILIC method were
carried out in a threefold determination.
2.2.2.2. Column oven temperature, buffer concentration, flow rate and
injection volume. In order to decrease the window within which
the analytes elute, column oven temperatures between 30 ◦C and
60 ◦C, a buffer concentration of 5 mM and 10 mM and flow rates of
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Table  1
The four states of the EPICS with the default and adjusted valve switching times and valve positions for both ESI modes.

State Default switching
time [min]

Valve 1 Valve 2 Adjusted switching
time in positive ESI
mode [min]

Adjusted switching
time in negative ESI
mode [min]

I 0.0 Position B Position B 0.0 0.0
II  1.2 Position A 0.7 0.5
II  1.3 Positi
III  2.2 Positi
IV  4.0 Position B 

Fig. 1. Operating principle of the EPICS with the four states and the relevant valve
positions. Reprinted with permission of JAS [13] and edited by us.
on A 0.8 0.6
on B 1.5 1.5

4.5 3.5

0.2 mL/min and 0.3 mL/min were applied. To optimize the separa-
tion by HILIC, injection volumes between 8 and 30 �L were tested.

2.2.2.3. Investigations with selected matrix components. Studies
with 18 solutions of matrix components that were representative
of the chosen matrix groups were carried out. These matrix com-
ponents were chosen according to their log Kow and pKa values in
order to cover a broad elution range. For example, these compo-
nents were: chlorophyll A/B, �-carotene, histamine, nicotinic acid,
bergapten, and hesperidin. It was aimed at evaluating, whether
the matrix components were influenced in the same way  as the
analytes. Furthermore, the influence of the VST on the matrix com-
ponents should be verified to evaluate the matrix separation by
2D-LC.

2.2.3. Optimization of the RP separation
2.2.3.1. RP columns, gradients and eluents. For the second dimen-
sion separation, following columns were used: RP column A:
SynergiTM Fusion (150 mm x 3 mm;  4 �m; 80 Å; Phenomenex,
Aschaffenburg, Germany), RP column B: ZORBAX Eclipse Plus C18
(150 mm x 2.1 mm;  3.5 �m;  95 Å; Agilent Technologies, Santa Clara,
USA), RP column C: Gemini (150 mm  x 2.0 mm;  5 �m;  110 Å; Phe-
nomenex, Aschaffenburg, Germany) and RP column D: Poroshell
120 Bonus-RP (150 mm x 2.1 mm;  2.7 �m;  120 Å, Agilent Tech-
nologies, Santa Clara, USA). Moreover, a Security-Guard Cartridge
Fusion RP (4 × 3.00 mm)  (Phenomenex, Aschaffenburg, Germany)
was used.

For the RP separation, mobile phase A consisted of water/buffer
(95/5) and mobile phase B of ACN/buffer (95/5). The buffer con-
sisted of 100 mM ammonium formate, pH = 3.2 (AF), and 100 mM
ammonium acetate, pH = 5.8 (AA), respectively. Seven different gra-
dients were tested, but the gradient development is shown by the
following three examples in Fig. 2: Gradient A: oriented towards
the gradient of JAS [13], Gradient B: oriented towards the gradient
of our existing multi-screening method [12], and Gradient C: newly
developed.

2.2.4. MS parameters
The 2D-LC system was coupled to a 6520 Q-TOF-MS (Agilent

Technologies, Santa Clara, USA). The Q-TOF-MS was operated with
a dual electrospray ionization (ESI) source in positive and nega-
tive ionization mode. For data acquisition, the Agilent MassHunter
Workstation Software – LC/MS Data Acquisition B.06.01 was used.
The following parameters were applied: gas temperature: 350 ◦C,
drying gas: 10 L/min, fragmentor voltage: 160 V, capillary voltage:
4000 V, nebulizer pressure: 40 psig, skimmer voltage: 65 V and
octapole RF: 750 V. MS  spectra were recorded in the range of m/z

50–1000, with a scan rate of 5 spectra/sec and an MS  absolute
threshold of 200 cps.

The Agilent MassHunter Workstation Software – Qualitative
Analysis B.07.00 was  used for data evaluation.
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ig. 2. Comparison of the three RP gradients for measurements in positive ESI mod
he  gradient of our existing multi-screening method [12], and gradient C was  newly

.3. Matrices and sample preparation

The analysed commodities were cucumber, beetroot, broccoli,
eek (commodities with high water content), kiwi, lemon, and
range (commodities with high acid content and high water con-
ent) [14]. All the matrices were purchased in organic quality in
hole food shops. The samples were milled and homogenized
nder addition of dry ice. Subsequently, 10 g portions of the sample
aterial were weighed into centrifuge tubes and frozen.
Two different extraction methods were tested: For non-buffered

xtraction, 10 mL  of ACN were added to the frozen samples and
he samples were shaken for 10 min  using an overhead shaker
first extraction). Then, the extract was centrifuged (3000×g) for

 min. For buffered extraction, a second extraction and phase sep-
ration followed. For this purpose, the contents of the SupelTM QuE
itrate Extraction Tube were added to the obtained extract and
he centrifuge tubes were shaken for 1 min. 600 �L of 5 M sodium
ydroxide solution were added to lemon for pH adjustment. Then
he extract was centrifuged (3000×g) for 5 min.

For all extraction methods, the supernatant was  taken and
ransferred into vials for 2D-LC-Q-TOF-MS analysis. In case of inves-
igations with spiked samples, the frozen samples were spiked with

 mixture of analytes or, in case of blank tests, with the same
mount of ACN. Each matrix was analyzed twice.

. Results and discussion

.1. Optimization of the HILIC method

It is important that the retention time difference (�RT) between
he first and the last eluting analyte is as narrow as possible for
nsuring that as few matrix components s as possible reach the RP
olumn. The aim was to find the limits for such a window in order
o allow a successive expansion of the multi-screening method
ithout complex adjustment procedures. To determine �RT, all
easurements were only carried out in the first dimension.
For these investigations, 135 analytes were chosen, covering a

road range of polarities (log Kow −2.0 to 8.60) [15] and pKa values
−1.5 to 15.70) [15,16]. An overview of these analytes and their log
ow and pKa values gives Table A in the Supporting information.

he analytes were included in 10 mixtures and analyzed with the
omplete HILIC gradient. The eluents were prepared using phase
ombination 1 as recommended by JAS [13] (see Section 2.2.2.1).
he analyte eluting the earliest was carbosulfan (retention time
dient A is oriented towards the gradient of JAS [13], gradient B is oriented towards
loped.

(RT) = 1.5 min) and nicotine eluted as the last analyte (RT = 6.5 min).
For this reason, nicotine will not be detectable with the method set-
tings and VST recommended by JAS [13]. Moreover, �RT expanded
to 5.0 min  with the chosen analytes. In comparison, the �RT of
JAS was  only 2.0 min  [13]. Consequently, the HILIC method was
optimized in order to obtain the lowest possible �RT.

3.1.1. Eluents with different pH values
The pH value of the mobile phase has a great impact on the

ionization state of the analytes and therefore, in return, on their
retention [17]. In this study two buffers, a 100 mM AF (pH = 3.2)
and a 100 mM AA (pH = 5.8), were tested. These two  pH values are
recommended in the HILIC method development guidelines of Phe-
nomenx [18]. The pH values represented in brackets refer to the
buffer used to prepare the mobile phases, not to the eluent itself.
For the studies, the eluents were prepared using phase combination
2 (compare to Section 2.2.2.1). This approach led to less RT shifts
and a reproducible �RT. The measurements of the 135 analytes
were carried out in both ESI modes.

Fig. 3 shows which analytes had the strongest influence on �RT
for each ESI mode and each buffer. As obvious from example 1, �RT
was 6.8 min  in positive ESI mode with AA. Example 2 shows that
�RT for AF was 6.9 min. It could be observed that the retention of
nicotine and propamocarb changed significantly depending on the
buffer. For nicotine, RT was  8.3 min  with AF (example 2 in Fig. 3)
and could be reduced to 4.1 min  with AA. However, RT increased
from 4.4 min  (AF) to up to 8.0 min  (AA) for propamocarb (exam-
ple 1 in Fig. 3). �RT was 3.7 min  (example 3 in Fig. 3) or 2.8 min
(example 4 in Fig. 3) in negative ESI mode. Furthermore, it could be
stated that the signal intensities were more intensive in negative
ESI mode with AA, whereas the signal intensities were more inten-
sive in positive ESI mode with AF. Therefore, method development
was continued for negative ESI mode with AA and for positive ESI
mode with AF in order to keep �RT as small as possible.

The investigations with the matrix components led to similar
results. There were components like histamine, alliin, and tyra-
mine, whose RT was  influenced very strongly by a change of the
buffer, or respectively, of pH value, whereas no shift in RT could be
observed for other components (e.g., bergapten and �-carotene).
3.1.2. Column temperatures
Higher column temperatures were tested for optimizing �RT

with 90 selected analytes. Tests at 30 ◦C, 40 ◦C, 50 ◦C and 60 ◦C
were carried out. JAS recommended a temperature of 30 ◦C [13].
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Fig. 3. Analytes that have the strongest influ

he measurements for these investigations were carried out with
hase combination 2 and the two buffers.

In summary, it can be said that the increasing temperature
iminished RT of most analytes. However, for some analytes no
ffect could be observed. The extent of decrease in RT was differ-
nt for each analyte. It ranged from <0.1 min  (difenacoum) to up
o 3.6 min  (nicotine) in positive ESI mode with AF (Table 2). The
ame could be observed in negative ESI mode and with AA: All RT
ecreased to a different extent, ranging from <0.1 min  (hexaflu-
uron) to 2.5 min  (imazapyr). Due to recommended temperature

20–40 ◦C) and lifetime of the HILIC column [19], it was  decided

o carry out all further investigations at a column temperature of
0 ◦C.
n the �RT depending on the chosen buffer.

�RT was reduced from 6.9 min  to 5.3 min in positive ESI
mode and from 3.7 min  to 2.7 min  in negative ESI mode at
40 ◦C.

The measurement of the matrix components solutions at dif-
ferent temperatures confirmed the observations: All RT decreased
to a different extent in both ESI modes. The RT shifts ranged from
<0.1 min  (bergapten) to 1.3 min  (histamine).

Another apparent effect of elevated temperatures was that nar-
rower peaks were obtained. The reason for this is the increased
diffusion coefficient [20]. It was assumed that narrower peaks could
be transferred to the second dimension more easily, because they

are less vulnerable to splitting by valve switching.
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Table 2
Adjusted ionization states of selected analytes depending on temperature.

Name ESI mode pH value Temperature
[◦C]

RT [min] Adjusted positive
ionized [%]

Adjusted positive
double ionized
[%]

Adjusted
non-ionized [%]

Adjusted
negative ionized
[%]

2.4.5-T negative 5.8 30 1.97 0.00 0.00 0.11 99.89
2.4.5-T negative 5.8 40 1.73 0.00 0.00 0.11 99.89
2.4.5-T negative 5.8 50 1.67 0.00 0.00 0.11 99.89
2.4.5-T negative 5.8 60 1.61 0.00 0.00 0.11 99.89
Difenacoum positive 3.2 30 1.44 0.00 0.00 98.44 1.56
Difenacoum positive 3.2 40 1.43 0.00 0.00 98.44 1.56
Difenacoum positive 3.2 50 1.42 0.00 0.00 98.44 1.56
Difenacoum positive 3.2 60 1.41 0.00 0.00 98.44 1.56
Difenacoum negative 5.8 30 1.29 0.00 0.00 13.68 86.32
Difenacoum negative 5.8 40 1.26 0.00 0.00 13.68 86.32
Difenacoum negative 5.8 50 1.23 0.00 0.00 13.68 86.32
Difenacoum negative 5.8 60 1.21 0.00 0.00 13.68 86.32
Forchlorfenuron negative 5.8 30 1.62 0.00 0.00 100.00 0.00
Forchlorfenuron negative 5.8 40 1.59 0.00 0.00 100.00 0.00
Forchlorfenuron negative 5.8 50 1.58 0.00 0.00 100.00 0.00
Forchlorfenuron negative 5.8 60 1.60 0.00 0.00 100.00 0.00
Fenpropidin positive 3.2 30 2.67 99.68 0.00 0.32 0.00
Fenpropidin positive 3.2 40 2.69 99.37 0.00 0.63 0.00
Fenpropidin positive 3.2 50 2.65 98.76 0.00 1.24 0.00
Fenpropidin positive 3.2 60 2.64 97.55 0.00 2.45 0.00
Flonicamid negative 5.8 30 1.63 93.39 0.00 6.61 0.00
Flonicamid negative 5.8 40 1.59 87.62 0.00 12.38 0.00
Flonicamid negative 5.8 50 1.58 78.01 0.00 21.99 0.00
Flonicamid negative 5.8 60 1.58 64.01 0.00 35.99 0.00
Formetanate positive 3.2 30 3.93 90.91 0.00 9.09 0.00
Formetanate positive 3.2 40 3.71 83.37 0.00 16.63 0.00
Formetanate positive 3.2 50 3.43 58.55 0.00 41.45 0.00
Formetanate positive 3.2 60 3.20 41.45 0.00 58.55 0.00
Nicotine positive 3.2 30 8.28 99.30 0.56 0.14 0.00
Nicotine positive 3.2 40 6.73 99.34 0.16 0.50 0.00
Nicotine positive 3.2 50 5.61 96.91 0.03 3.07 0.00
Nicotine positive 3.2 60 4.66 83.36 0.00 16.63 0.00
Propamocarb positive 3.2 30 4.63 99.90 0.00 0.10 0.00
Propamocarb positive 3.2 40 4.48 99.65 0.00 0.35 0.00
Propamocarb positive 3.2 50 4.21 99.30 0.00 0.70 0.00
Propamocarb positive 3.2 60 4.07 98.61 0.00 1.39 0.00
Pymetrozine positive 3.2 30 2.53 0.03 0.00 99.97 0.00
Pymetrozine positive 3.2 40 2.42 0.01 0.00 99.99 0.00
Pymetrozine positive 3.2 50 2.30 0.00 0.00 100.00 0.00
Pymetrozine positive 3.2 60 2.22 0.00 0.00 100.00 0.00
Quinclorac positive 3.2 30 3.02 0.00 0.00 93.24 6.76
Quinclorac positive 3.2 40 2.88 0.00 0.00 93.24 6.76
Quinclorac positive 3.2 50 2.67 0.00 0.00 93.24 6.76
Quinclorac positive 3.2 60 2.58 0.00 0.00 93.24 6.76
Spiroxamine positive 3.2 30 2.66 16.63 0.00 83.37 0.00
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Spiroxamine positive 3.2 40 2.66 

Spiroxamine positive 3.2 50 2.60 

Spiroxamine positive 3.2 60 2.57 

.1.3. HILIC column materials
For these investigations, the measurements for 90 selected ana-

ytes were carried out with phase combination 2 at 40 ◦C. Kittlaus
t al. [11] obtained the best results with a diol HILIC column (see
olumn A in Section 2.2.2.1). As �RT was still very large after opti-
ization of the temperature, it was decided to test further diol
ILIC columns (columns B and C in 2.2.2.1).

No significant change of �RT could be observed with column
. Difenacoum eluted at 1.4 min  and nicotine eluted at 5.8 min  on
olumn C in positive ESI mode. Therefore, �RT could be reduced
rom 5.3 min  (column A) to 4.4 min  (column C). Also in negative ESI

ode, �RT decreased to 2.5 min  with column C. For this reason, it
as decided to use column C for all further investigations.

.1.4. Buffer concentrations
An increase of the buffer concentration leads to a thicker water
ayer and affects the electrostatic interactions between charged
nalytes and charged stationary phases [17,21,22].

Therefore, the buffer concentration was increased from 5 mM to
0 mM for AF in positive ESI mode and for AA in negative ESI mode
0.00 90.91 0.00
0.00 95.23 0.00
0.00 97.55 0.00

in this study. No significant change of �RT was observed in positive
ESI mode. The higher buffer concentration increased RT for most of
the analytes (increase by up to 0.3 min). A decreased RT by up to
0.2 min  was  observed for a few analytes. Again, nicotine was the
analyte with the strongest influence on �RT. Therefore, �RT could
only be reduced by 0.2 min  to 4.2 min.

RT rose by 0.2–1.3 min  for most of the analytes in negative ESI
mode with the 10 mM AA. It was assumed that there was electro-
static repulsion between the charged acidic analytes and charged
residual silanol groups of column C. All in all, �RT increased from
2.5 min  (for 5 mM AA) to up to 3.8 min  with the 10 mM AA.

Due to the small effect on �RT in positive ESI mode and the
negative effect in negative ESI mode, it was decided to maintain
the buffer concentration unchanged at 5 mM.

3.1.5. Flow rates

All previous measurements were carried out with a flow rate

of 0.2 mL/min according to JAS [13]. Therefore, a higher flow rate
of 0.3 mL/min was tested. The retention of all analytes decreased.
Nicotine eluted at 4.0 min  and difenacoum eluted at 0.9 min, result-
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ng in a �RT of 3.1 min. Consequently, all further measurements
ere carried out with a flow rate of 0.3 mL/min. Also in negative

SI mode, a higher flow rate led to a decrease of all RT. Dinoseb
as the first eluting analyte (RT = 0.8 min) and imazapyr was the

ast eluting analyte (RT = 3.0 min), resulting in a �RT of 2.2 min  A
ecrease in RT could also be observed for matrix components when
sing a higher flow rate.

.2. Influences on the elution behavior in HILIC

During optimization of �RT in the first dimension, it was
bserved that several analytes influenced �RT to different extents.
his different eluting behavior during the whole optimization pro-
edure was an impulse to elucidate which properties effected the
lution of analytes in HILIC. It was decided to carry out further
nvestigations in order to be able to estimate, whether new ana-
ytes will possibly expand the window within which the analytes
lute from the HILIC column according to their pKa values.

�RT was influenced by different buffer pH values and differ-
nt analytes. The pH values mentioned in Section 3.1.1 refer to the
uffers used when preparing the mobile phases. It was hypothe-
ized that the ionization state of the analyte had a crucial influence.

e  tried to develop some kind of relation between RT and the ion-
zation state of the analyte. The ionization state depends on both,
he pKa value of the compound and the pH value of the mobile
hase. In turn, both are affected by the addition of organic sol-
ent (in this case ACN) [21–25]. Consequently, when using organic
olvents, the ionization state of compounds will be different from
hose in pure aqueous solutions [25]. In general, the pKa value of
cidic analytes increases with increasing ACN amounts, whereas
he pKa value of basic compounds decreases [24,25].

The ionization state (�) can be calculated according to the fol-
owing formulas [24]:

ases : ∝= 1

1 + 10pH−pka
(1)

cids : ∝= 1

1 + 10pka−pH
(2)

It was decided to calculate the ionization state for several ana-
ytes that had the strongest influence on �RT. The Aim was to
stimate, whether the ionization state was the reason for the elu-
ion behavior of the analytes depending on the mobile phase and
he gradient.

At first, buffer pH values were adjusted to the ACN amount,
ccording to literature data [23]. Kazakevich et al. [23] determined

 pH shift from 0 to 60% of ACN for AA based on the studies of
spinosa et al. [26] and Canals et al. [27]. They found that the change
epended on the starting pH value of the buffer, resulting in an
pward pH shift of 0.3 units per 10% ACN for buffers with pH val-
es of up to 6 [23]. There are no investigations regarding the change
f pH values of AF.

Kazakevich et al. [23] determined that the pKa values of basic
nalytes decreased by 0.2 units per 10% ACN (up to 50% of ACN).
azakevich et al. [23] also determined the pKa value shift of acidic
nalytes. It increased up to 0.3 units per 10% ACN (up to 35% ACN).
e extrapolated the pKa value shift of acids with published data

f Espinosa et al. [28] and could confirm a pKa value upward shift
f 0.3 units per 10% ACN up to 60% ACN for acidic analytes. All
hese adjustments of pH and pKa values work well for an organic
ontent of up to 60% of ACN. Up to now, no further investigations

ave been carried out on the influence of higher ACN contents. For
ur purposes, we assumed that the described shifts in pH and pKa

alues are valid for up to 90% of ACN. We  have been aware that this
s only an estimation.
gr. A 1599 (2019) 95–107 101

The temperature has an influence on the pKa value of the ana-
lytes, too. Increasing temperatures result in a downward shift of
the pKa value of basic analytes by 0.03 units per ◦C [23,29,30].
The pH value of acidic buffers and the pKa value of acidic analytes
are affected less strongly [23]. Therefore, we adjusted only the pKa

value of the basic analytes to the temperature. Table B in the Sup-
porting information gives an overview of the adjustments of pH
and pKa values.

Based on the adjusted pKa and pH values, the ionization states
of the analytes were calculated at hand of Formulas (1) or (2). First,
a certain RT range was  assigned to a specific ACN content based on
eluent composition and the HILIC gradient. For example, the range
from 0 to 2.5 min  was assigned to 90% of ACN. On the basis of the
ACN content and the temperature, the pKa values of the analytes
and the pH value of the buffer were adjusted as described above.
After this, the ionization states for the analytes were calculated.
Table 3 shows the adjusted ionization states of exemplary analytes
(the unadjusted ionization states are shown in brackets). The pKa

values were taken from the Pesticide Manual [31], EURL-DataPool
[15], approval documents (if available), or further literature. If there
was no reference, the pKa values were calculated using ACD/Labs
Percepta software [16].

3.2.1. Influence of buffer pH value
Two  buffers with different starting pH values (AF = pH 3.2 and

AA = pH 5.8) were tested. At first, measurements with both buffers
were carried out in both ESI modes. Table 3 shows the adjusted ion-
ization states of exemplary analytes and the relevant ESI mode. As
obvious from Table 3, RT is the same with both buffers for bromacil,
carbendazim, isomethiozin, and pirimicarb. The reason is that these
analytes were not ionized at either of the two  pH values. With-
out adjusting the pH/pKa value, carbendazim and pirimicarb would
have been ionized >90% at pH 3.2 and <4% at pH 5.8. As both would
be ionized to a higher degree at pH 3.2, they should have a higher RT
than at pH 5.8. The actual elution behavior of these analytes would
be difficult to explain without the pH/pKa value adjustment.

Dinoseb, formetanate, nicotine, and spinosyn A had a lower RT
at pH 5.8 than at pH 3.2. These analytes were ionized to a lower
degree at pH 5.8, and are therefore less polar. Without the pH/pKa

value adjustment, the ionization state of formetante and spinosyn
A would not change at any of the two pH values. This means that
both substances should have the same RT at both pH values. These
are further examples go to show that the adjustment seems to be
a good model for explaining the elution behavior.

4-CPA, difenacoum, and propamocarb are examples that indi-
cate that the ionization state of the analyte is not the only factor
influencing the retention. RT is the same for 4-CPA at both pH values
in negative ESI mode, even though its ionization state was  signifi-
cantly higher at pH 5.8. Usually, RT should be higher at pH 5.8 due
to the higher polarity.

RT was  lower for difenacoum at pH 5.8 than at pH 3.2 (RT
shift = 0.2 min), even though its ionization state was significantly
higher at pH 5.8. Difenacoum should be more polar in its ionized
state, therefore RT should be higher at pH 5.8.

The ionization state of propamocarb was  nearly the same at both
pH values, but its RT was significantly higher at pH 5.8 than at pH
3.2 (RT shift = 3.4 min).

Usually, the RT should be the same due to the similar polarity.
A possible explanation for these examples may be the electrostatic
interaction between analyte and stationary phase. Diol columns
rank among the neutral stationary phases, because the functional
groups are not charged in the typically used pH range [21]. How-

ever, it is possible that the residual silanol groups of diol columns
carry negative charges at a pH value above 4–5 due to deprotona-
tion [17,21]. Therefore, deprotonated residual silanol groups may
lead to electrostatic interactions [17]. In case of propamocarb, the
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Table 3
Adjusted ionization states of selected analytes. The unadjusted ionization states are presented in brackets.

Name ESI mode pH value Temperature
[◦C]

RT [min] Adjusted positive
ionised [%]

Adjusted positive
double ionised
[%]

Adjusted
non-ionised [%]

Adjusted
negative ionised
[%]

4-CPA negative 3.2 30 2.4 0.00 0.00 69.61 (69.61) 30.39 (30.39)
4-CPA  negative 5.8 30 2.4 0.00 0.00 0.57 (0.57) 99.43 (99.43)
Bromacil negative 3.2 30 1.7 0.00 0.00 100.00 (100.00) 0.00
Bromacil negative 5.8 30 1.7 0.00 0.00 99.97 (99.97) 0.03 (0.03)
Carbendazim positive 3.2 30 1.9 0.02 (90.91) 0.00 99.98 (9.09) 0.00
Carbendazim positive 5.8 30 1.9 0.00 (2.45) 0.00 100.00 (97.55) 0.00
Difenacoum positive 3.2 30 1.4 0.00 0.00 98.44 (98.44) 1.56 (1.56)
Difenacoum positive 5.8 30 1.2 0.00 0.00 13.68 (13.68) 86.32 (86.32)
Dinoseb negative 3.2 30 1.4 0.00 0.00 6.20 (6.20) 93.80 (93.80)
Dinoseb negative 5.8 30 1.2 0.00 0.00 96.34 (96.34) 3.66 (3.66)
Formetanate positive 3.2 30 3.9 90.91 (100.00) 0.00 (0.00) 9.09 (0.00) 0.00
Formetanate positive 5.8 30 2.7 0.79 (99.50) 0.00 (0.00) 99.21 (0.50) 0.00
Isomethiozin positive 3.2 30 1.5 0.00 (0.60) 0.00 100.00 (99.40) 0.00
Isomethiozin positive 5.8 30 1.5 0.00 0.00 100.00 (100.00) 0.00
Nicotine positive 3.2 30 8.3 99.30 (55.73) 0.56 (44.27) 0.14 (0.00) 0.00
Nicotine positive 5.8 30 4.1 5.32 (99.40) 0.00 (0.20) 94.68 (0.40) 0.00
Pirimicarb positive 3.2 30 1.6 0.04 (94.06) 0.00 (0.00) 99.96 (5.94) 0.00
Pirimicarb positive 5.8 30 1.6 0.00 (3.83) 0.00 (0.00) 100.00 (96.17) 0.00
Propamocarb positive 3.2 30 4.6 99.90 (100.00) 0.00 0.10 (0.00) 0.00
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Propamocarb positive 5.8 30 8.0 

Spinosyn A positive 3.2 30 2.7 

Spinosyn A positive 5.8 30 2.4 

lution was retarded because of the attraction between the posi-
ively charged analyte and the negatively charged residual silanol
roups.

4-CPA and difenacoum were negatively charged analytes and
luted earlier, because the deprotonated residual silanol groups
aused analyte repulsion. In case of negatively charged analytes
he retardation, due to higher polarity and the repulsion, effected
y the residual silanol groups would counteract each other. This can
e noted when negatively charged analytes showed the same or a

ower retention time at pH 5.8 than negatively charged analytes at
H 3.2 (e.g., 4-CPA and difenacoum in Table 3).

The YMC-Pack Diol-HILIC and YMC-Triart Diol-HILIC columns
ere not endcapped. We  assumed that, as a consequence of the

djustments, pH values will increase from 3.2 to 5.9 and from 5.8
o 8.5, respectively. This means that the residual silanol groups will
e deprotonated at both pH values. However, the pKa value of the
esidual silanol groups will also be affected. Nevertheless, there are
o studies about the influence of ACN on the deprotonation of resid-
al silanol groups. These findings indicate that the deprotonation of
he residual silanol groups shifts to higher pH values. It is possible
hat the residual silanol groups are partly deprotonated at pH 3.2
nd 5.9, respectively. Nevertheless, their influence on the analytes’
lution seems to be stronger at pH 5.8 and 8.5, respectively.

It was further tested, whether the model could be used to esti-
ate if new analytes or matrix components will elute within or

utside the window. Therefore, the adjusted ionization states were
alculated for some matrix components that are similar to the basic
nalytes that have the greatest influence on �RT (e.g., nicotine).
hus, it was aimed at investigating the matrix separation simulta-
eously. In the following, the approach and results for histamine are
escribed. We  calculated the ionization state adjusted to the elu-
nt composition (90% of ACN). Under these conditions, histamine
s ionized about 97% with AF and is non-ionized about 91% with AA.

e assumed that histamine would expand �RT more than nico-
ine, because of its higher pKa value. Consequently histamine, as
olar matrix component, may  be separated in HILIC (measurement
f the polar analytes ends after elution of nicotine).
In order to prove this, we repeated the measurement of his-
amine at both pH values in the first dimension and could confirm
he initial assumption. Histamine eluted at 12.2 min  with AF and
t 3.8 min  with AA. We  calculated the ionization states with the
(99.98) 0.00 2.19 (0.02) 0.00
(100.00) 0.00 24.03 (0.00) 0.00
9.50) 0.00 99.56 (0.50) 0.00

determined RT, adjusted to the relevant ACN content. Histamine is
very polar in AF, because it is double ionized to a degree of approx-
imately 71% and single ionized to a degree of 29%. However, it is
only single ionized to a degree of 36% in AA and is therefore less
polar. This could be the reason for the intense RT shift, depending
on the pH value. The model worked well for tyramine, too.

3.2.2. Influence of column temperature
It should be noted that we use AF for the tests in positive ESI

mode with pH 3.2 and AA for the tests in negative ESI mode with pH
5.8. We  supposed that with increasing temperature, the ionization
state of basic analytes was  decreased and therefore, the analytes
were less polar and eluted earlier in positive ESI mode with AF. To
verify this, we adjusted the pKa values of selected analytes depend-
ing on the column temperature and calculated the ionization state
for AF and AA. However, we  did not adjust the pH value of the
mobile phase, because we could not find any studies describing the
influence of temperature on amphoteric buffers.

All in all, the increasing temperatures led to a decreased RT
for most analytes in both ESI modes. Table 2 shows the adjusted
ionization states for selected analytes depending on temperature.

No significant shifts in RT (<0.1 min) could be observed for
most of the analytes that are not ionized at any temperature.
Such analytes are, for example, difenacoum (positive ESI mode)
and forchlorfenuron (negative ESI mode). However, there were
exceptions in positive ESI mode. A closer look at the acidic ana-
lytes illustrates that quinclorac behaves differently. Although it is
non-ionized about 90%, the RT shift is >0.4 min  with increasing
temperature. Looking at the basic analytes, there are also non-
ionized analytes (e.g., pymetrozine), whose RT shifts are >0.3 min.
This could not be observed in negative ESI mode.

Our assumption that the ionization state as well as RT decrease
with increasing temperature could be confirmed for some basic
analytes measured in positive ESI mode. For example, this applies
to formetanate. We  observed that some basic analytes (e.g., floni-
camid) showed a decreased ionization in negative ESI mode, but
their RT shifts are <0.1 min. We  assumed that this was due to the

attractive interactions of the residual silanol groups with the still
ionized analytes.

We observed for both buffers or in both ESI modes, respectively,
that the polar analytes which elute later (after 2.0 min) (e.g., nico-
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ine and propamocarb) were affected more strongly by increasing
emperatures. Mostly, these analytes were ionized. For example,
ropamocarb was ionized to a degree of 99% at all temperatures
ith AF, and although its ionization state did not change, the RT

hift was >0.6 min. For example, 2,4,5-T, was almost completely
onized with AA at all temperatures and its RT shift was >0.3 min.
owever, the ionization state was not the only explanation for the
reater influence of the temperature. There were ionized analytes
hose RT did not shift. These were, for example, fenpropidin in
ositive ESI mode or difenacoum in negative ESI mode. A reason,
hy especially the polar analytes are influenced by temperature

ould be that elevated temperatures weaken the hydrogen bond-
ng [32,33]. Furthermore, the transfer of hydrophilic analytes from
he hydrophobic acetonitrile phase to the hydrophilic water layer
n the stationary phase is an exothermic process. Therefore, it is
avoured by lower temperatures [17,32,33].

The investigations with matrix components showed the same
endencies. Non-ionized compounds (e.g., bergapten, �-carotene)
ere affected less strongly than ionized compounds. In general,

he polar and late eluting matrix components like histamine and
yramine in positive ESI mode and nicotinic acid in negative ESI

ode, were strongly influenced by increasing temperatures. How-
ver, this also applied to hesperidin in positive ESI mode, although
his compound was non-ionized.

For most analytes, the statement of Kazakevich and LoBrutto
23] was confirmed that basic compounds with pKa > 6 undergo the
reatest influence of temperature. However, there were also excep-
ions. Some basic analytes with pKa > 6 (spiroxamine, fenpropidin
nd flonicamid) were not influenced by temperature, and in turn,
asic analytes with pKa values < 6 (cymiazole, cyromazine, coti-
ine and pymetrozine) were strongly influenced by temperature.
n explanation may  be the accuracy of the pKa values. In some cases

 broad range of pKa values exists in literature for a single substance.
t is difficult to determine the “correct” one. Another explanation

ay  be that there is an effect of temperature on the pKa value of
he residual silanol groups, the amphoteric buffer, and acidic com-
ounds. There are no studies about these issues that describe the
ange of changes.

.2.3. Influence of buffer concentration
There was  no significant influence of the buffer concentration

n �RT in positive ESI mode. However, there was  a negative effect
n negative ESI mode with the 10 mM AA, as RT was  increased for

ost analytes. An increase of RT between 0.2 and 1.3 min  could
e observed for all negatively charged analytes. For example, RT
as increased by 0.6 min  for 4-CPA. The ionization state was cal-

ulated again with the adjusted parameters. The increase in RT
ith a higher buffer concentration suggests that there are resid-
al silanol group activities. Due to the higher buffer concentration,
he deprotonated residual silanol groups are shielded by the buffer
alts. Therefore, the electrostatic repulsion is weakened, leading to
n increased retention.

However, RT of non-ionized analytes was not influenced by a
igher buffer concentration (e.g., fuberidazole).

.2.4. Influence of flow rate
We  could observe that the influence of the flow rate was  much

tronger on the polar analytes that eluted later (after 2.0 min). RT of
hese analytes decreased by 0.7 to up to 2.2 min  in positive ESI mode
nd by 0.6 to up to 0.8 min  in negative ESI mode. The decrease in RT
f the less polar and non-ionized analytes was by 0.4 to up to 0.6 min
n positive ESI mode and by 0.3 to up to 0.5 min  in negative ESI
ode. It can be assumed that the higher flow rate shifts the analytes
hat elute after 2.5 min  to earlier RT and therefore, to higher ACN
ontents. This in turn leads to less ionization, whereby the retar-
ation is further decreased. However, this could only be observed
gr. A 1599 (2019) 95–107 103

for some individual analytes such as 2-aminobenimidazole and
spinosyn A/D.

We  could also confirm the effect that the polar analytes are
influenced more strongly by the measurement of matrix compo-
nents. For example, histamine, nicotinic acid, and tyramine were
late eluting components (eluting from 3.7 to 11.3 min) in positive
ESI mode and their RT decreased by at least 0.7 min. The greatest
effect occurred for histamine. Its RT decreased from 11.3 to 8.8 min
with increasing flow rate. The same effect was observable in neg-
ative ESI mode. The effect on the non-polar non-ionized matrix
components was  small in comparison (RT shift <0.5 min).

3.2.5. HILIC parameters
We determined the following HILIC parameters to be optimal:

column C with phase combination 2 and 5 mM buffer (AA for
negative ESI mode and AF for positive ESI mode), a flow rate of
0.3 mL/min and a column temperature of 40 ◦C.

With these parameters, the window was  3.1 min  in positive ESI
mode (the first/last eluting analytes were difenacoum and nicotine)
and 2.2 min  in negative ESI mode (the first/last eluting analytes
were dinoseb and imazapyr).

3.3. Determination of valve switching times

3.3.1. Positive ESI mode
For this purpose, we chose 44 of the already measured analytes

that had the strongest influence on �RT with AF. RT of these ana-
lytes determined during optimization of the first dimension were
used as orientation for the determination of the VST.

Difenacoum was  the first eluting analyte (RT = 0.9 min) under
these conditions, therefore valve 1 had to switch to position A
before difenacoum eluted from the HILIC column (initiation of state
II (trapping phase), compare Fig. 1). Valve 2 switched to position A
immediately after valve 1 switched for water addition. The deter-
mination of the switching times for valve 1 and 2 in position A
were relatively easy. By contrast, the determination of the switch-
ing time for valve 2 in position B (initiation of state III (measurement
of polar analytes), compare Fig. 1) was  determined by extensive
testing. When valve 2 switched too early, the analyte (e.g., thiaben-
dazole and chlordimeform) could not be enriched on the trap and
was transferred directly to the Q-TOF-MS.

When valve 2 switched too late, the more polar analytes (e.g.,
methamidophos and monocrotophos) broke through the trap col-
umn. The switching of valve 1 to position B initiates the start of
the RP measurement. This means that valve 1 has to switch after
elution of the last analyte from the HILIC column (here: nicotine
RT = 4.0 min).

Our intention was not to specify the VST without splitting the
analytes. We  aimed at enriching as many analytes as possible on
the trap column. Therefore, it was  acceptable, if one analyte was
partly measured on the HILIC column and partly on the RP column.
Our focus laid on screening and not on quantitative determination.

The VST were optimal when as many analytes as possible were
fully trapped, as little analytes as possible were split and analyte(s)
did not break through the trap column. Various combinations of VST
were tested for these investigations. The best results were obtained
with the VST shown in column 5 of Table 1. With these VST, it was
possible to trap 23 out of the 44 analytes (9 were split), and 21
analytes were transferred directly to the Q-TOF-MS.

3.3.2. Negative ESI mode
Thirty-four analytes that had the strongest influence on �RT
with AA were used for the determination of the VST. RT of these
analytes were determined during �RT optimization. The VST found
to be optimal for negative ESI mode are shown in column 6 of
Table 1. With these VST, it was possible to trap 22 analytes out
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analytes was affected negatively without the phase separation by
ig. 4. Comparison of the elution profiles of 135 analytes with three different RP
radients.

f the 34 analytes (1 was split), and 12 analytes eluted directly to
he Q-TOF-MS.

.4. Optimization of the RP method

.4.1. Test of RP gradients
We tested gradient A (based on the gradient of JAS [13], gra-

ient B (based on the gradient of our existing screening method
12]) and five other gradients (including gradient C). 135 analytes
ere used to evaluate the elution profile and separation of the

nalytes depending on the different gradients. The peak shape of
he very polar analytes (6.0–7.0 min) was very broad with gradi-
nt A and most of the analytes eluted in the range of 7.5–14.0 min.
he last analyte eluted at 20.7 min. With gradient B, the analytes
luted in a wider range (9.0–20.5 min). This is better for develop-
ng a multi-method, because the peaks are distributed more evenly.
he last analyte eluted at 25.7 min. However, the analytes eluted as
ide peaks between 6.0 min  and 13.0 min. We  tested five further

radients in order to reach better peak shapes for those analytes.
radient C was the optimal one. The relevant analytes showed nar-

ower and more intensive peaks in the range of 6.0 min  – 11.5 min.
herefore, gradient C was chosen. Fig. 4 shows the analytes’ elution
rofiles for the three gradients.

.4.2. Test of RP columns
Another point of optimization was the RP-column. JAS [13] and

ittlaus [11] et al., respectively, used an Agilent Poroshell 120 EC-
18 column (2.1 mm × 100 mm,  2.6 �m;  100 Å). The C-18 material
as used, because in theory all very polar compounds are sepa-

ated by HILIC and only the non-polar analytes are separated by
P. However, there are also differences in polarity of the non-
olar analytes. For example, oxydemeton-methyl, carbendazim,
nd monocrotophos are the most polar analytes eluting on RP.
herefore, we decided to test column A, i.e. an RP-C18 column
ith polar groups on the surface. For comparison purposes, we
sed other RP-C18 columns (see column B and column C in Sec-
ion 2.2.3.1). Furthermore, measurements were carried out with

 column length of 150 mm.  In comparison to columns B and C,
he analytes eluted over a wider and more even range on column
. Additionally, the most polar analytes eluted as narrower and

aller peaks. Fig. 4c) shows the elution profiles of 135 analytes with
radient C on column A.

We  decided to test column D, because it was a Poroshell column
y Agilent with polar groups on the C18 surface. We  thought that
his column should have a similar effect as column A. However,
his column did not bring the desired success. Column A still deliv-

red the best results with regard to peak shape of the most polar
nalytes. Therefore, we decided to carry out further measurements
ith column A.
gr. A 1599 (2019) 95–107

3.5. Scope extension of the optimized method

The method of JAS includes 310 analytes and only six out of
those analytes are transferred directly to the Q-TOF-MS [34]. We
measured 275 further analytes to verify the chosen VST with the
optimized parameters in both ESI modes. Consequently, our com-
plete method contains 410 analytes including 193 new analytes in
comparison to JAS. Thirty-five out of these 410 analytes are trans-
ferred directly to the Q-TOF-MS and 375 analytes are trapped and
measured by means of RP. Only 23 analytes are trapped partly.

3.6. Influence of VST on matrix components

To investigate the influence of the VST on matrix components
and with regard to matrix separation, we measured a mixture of
matrix components (see Chapter 2.2.2.3) with the optimal VST.

Some matrix components are very polar (e.g., histamine, com-
pare to Section 3.2.1). These components were retained to a high
degree on HILIC and therefore elute after the last eluting analyte
(nicotine or imazapyr). For example, nicotinic acid eluted at 3.8 min
in negative ESI mode. These polar matrix components were trans-
ferred directly to the waste with the optimal VST and thus do not
interfere with the analytes’ detection. In other words, the very polar
matrix components were not detectable. Polar matrix components
that can be separated by HILIC included histamine, tyramine, and
alliin in positive ESI mode and nicotinic acid in negative ESI mode.

However, other matrix components eluted within the window
and thus may  interfere with the analytes’ detection. For example,
hesperidin was  measured directly via HILIC, whereas hesperitin and
bergapten were trapped and transferred to RP.

3.7. Optimization of sample preparation

JAS [13] recommends to weigh 10 g of homogenized sample
material into centrifugation tubes for aqueous and acidic matrices
like fruit and vegetables. Then, 100 �L of internal standard with a
concentration of 1 ppm and 9.9 mL  of ACN were added and vortexed
vigorously for 10 min. After this, the samples were centrifuged at
3000×g for 5 min  and the supernatant is filled into vials. In some
cases, a phase separation of ACN and water can occur [13]. This
was observed for the tested matrices beetroot and kiwi. Reasons
for the phase separation may  be the high sugar content in kiwi and
the pigments in beetroot. In these cases, it is recommended to pro-
ceed with the ACN phase, as the use of the internal standard should
compensate for the error [13].

The question arose, whether the injection of a water/ACN mix-
ture affected the elution of the analytes. Furthermore, the use of
the QuEChERS citrate salts is useful for phase separation, pesticide
partitioning and pH adjustment. Citrate buffering ensures a com-
plete extraction of acidic pesticides and the protection of acid- or
base-labile analytes [4]. Furthermore, we  do not want to rely on
the partitioning of an internal standard when using a method with
such a high number of analytes. Therefore, we tested a QuEChERS-
based extraction. To compare the two  extraction methods, blank
matrices were prepared as described in Section 2.3. The extraction
recommended by JAS [13] corresponds to non-buffered, and the
QuEChERS-based extraction corresponds to buffered extraction.
For a better comparability, the blank matrices were spiked with
the pesticide mixture in such a way  that the on-column concentra-
tion was the same for both extractions. Comparing both extraction
methods, it could be recognised that the peak shape of several
injection of the water/ACN mixture. For some analytes, broad and
split peaks occurred. Fig. 5 shows the comparison of the extraction
methods on the basis of the peak shapes of two selected analytes.
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Fig. 5. Comparison of the extraction methods with and 

We  excluded the matrices beetroot and kiwi from the com-
arison, because of the phase separation occurring in both
xtraction methods. For the matrix cucumber, we observed that
3 analytes produced better peak shapes with buffered extrac-
ion and only four analytes produced better peak shapes with
on-buffered extraction. This applied to all analytes that are mea-
ured directly by means of HILIC. In total, eleven analytes could
e detected better with buffered extraction, while these ana-

ytes could not be detected in certain matrices with non-buffered
xtraction. For the matrix beetroot, we observed another positive
ide effect of the QuEChERS salts. Also the pigments precipi-
ated and clear colourless extracts were obtained. In contrast, no

hase separation occurred without the use of citrate salts and
oth phases were intensively coloured. We  decided to use the
uffered extraction because of the reproducible phase separation,
he better peak shapes of the polar analytes, the better detec-
ut QuEChERS salts on the basis of two  selected analytes.

tion rate and the additional matrix separation. Fig. 6 shows the
workflow of the sample preparation and the optimized 2D-LC
parameters.

3.8. Test of different injection volumes

An advantage of HILIC in contrast to RP is that sample extracts
in pure ACN can be directly injected without evaporation or recon-
stitution [33]. Furthermore, it is possible to inject larger volumes.
Therefore, we  decided to test larger injection volumes. We  injected
8 �L, 15 �L, 20 �L, 30 �L, and 40 �L of pure standard mixtures in
ACN and spiked matrix extracts for comparison. The peaks broad-

ened and the intensity increased with increasing injection volume.
In some cases, the peak widths broadened extremely. For some ana-
lytes, the peaks splitted at an injection volume of 30 �L. However,
for most analytes, no negative effects could be observed. The same
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Fig. 6. Workflow of the sample prep

bservation could be made during the tests with spiked matrix
xtracts. The signal intensities of some analytes were saturated
t an injection volume of 30 �L in the matrix beetroot. However,
n identification was still possible. We  decided to use an injec-
ion volume of 20 �L, although it is possible to use higher injection
olumes.

. Conclusions
In this study, a fully automated 2D-LC-system coupled to a
-TOF-MS was evaluated for pesticide analysis. To our knowl-
dge, this is the first time that a 2D-LC system is coupled to a
-TOF-MS and used for a pesticide multi-screening approach. It
n and optimized 2D-LC parameters.

was investigated, whether this system was applicable as a full-
scan multi-screening method. We  observed that the window within
which the analytes eluted in the first dimension, expanded too far,
and therefore optimized the separation(s).

The complete optimized method contains 410 analytes, includ-
ing 193 new analytes in comparison to the JAS protocol. Thirty-five
out of these 410 analytes are transferred directly to the Q-TOF-MS,
and 375 analytes are trapped and measured via RP. Only 23 analytes
are trapped partly. As the focus laid on screening, it was acceptable,
when one analyte was partly measured on the HILIC column and

partly on the RP column (splitted peaks). Furthermore, it will be
easier to successively expand the method with this approach. How-
ever, we think it is possible to quantitatively determine the split
analytes by summing up the areas of the two parts of the peak. This
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ypothesis will be part of further studies. The results show that the
ptimized VST are suitable to successively expand the scope of the
ethod without time-intensive adjustments of the VST.
It could be observed that the window was influenced by differ-

nt buffer pH values and different analytes. To find an explanation,
e adjusted the pH value of the mobile phase and the pKa value of

he analytes to the ACN content and temperature. As a next step,
e calculated the ionization states of the analytes. We  could deter-
ine that the pH-depending RT shift could be explained better with

he adjustment. We  are aware that this adjustment is only an esti-
ation. Nevertheless, the model provides a good explanation for

he elution behavior of the measured analytes and can be a tool for
stimating the polarity, and therefore, the elution behavior (e.g.,
ithin or outside the window) of new analytes.

It can be noted that the ionization state has a great influence
n the analytes’ RT. The flow rate and temperature influence the
nalytes’ RT to different extents. However, polar analytes are influ-
nced more strongly than non-polar analytes.

An advantage of the 2D-LC approach is that there exist no clean-
p options for different matrices as in comparison to QuEChERS.
herefore, the possible loss of analytes due to unsuitable options is
inimized. In this study, the sample extraction was  modified. Cit-

ate salts for better extraction, reproducible phase separation, and
H adjustment were used. For selected polar matrix components,
e could show separation from the analytes by HILIC. It seems

hat the system is equal or may  be even better than QuEChERS.
evertheless, further investigations using spiked matrices have to

ollow.
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