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a b s t r a c t

In this tutorial the main concepts and applications of experimental design in chemistry will be explained.
Unfortunately, nowadays experimental design is not as known and applied as it should be, and many
papers can be found in which the “optimization” of a procedure is performed one variable at a time.
Goal of this paper is to show the real advantages in terms of reduced experimental effort and of increased
quality of information that can be obtained if this approach is followed. To do that, three real examples will
be shown. Rather than on the mathematical aspects, this paper will focus on the mental attitude required
by experimental design. The readers being interested to deepen their knowledge of the mathematical and
algorithmical part can find very good books and tutorials in the references [G.E.P. Box, W.G. Hunter, J.S.
Hunter, Statistics for Experimenters: An Introduction to Design, Data Analysis, and Model Building, John
Wiley & Sons, New York, 1978; R. Brereton, Chemometrics: Data Analysis for the Laboratory and Chemical
Plant, John Wiley & Sons, New York, 1978; R. Carlson, J.E. Carlson, Design and Optimization in Organic
Synthesis: Second Revised and Enlarged Edition, in: Data Handling in Science and Technology, vol. 24,
Elsevier, Amsterdam, 2005; J.A. Cornell, Experiments with Mixtures: Designs, Models and the Analysis
of Mixture Data, in: Series in Probability and Statistics, John Wiley & Sons, New York, 1991; R.E. Bruns,
I.S. Scarminio, B. de Barros Neto, Statistical Design—Chemometrics, in: Data Handling in Science and

Technology, vol. 25, Elsevier, Amsterdam, 2006; D.C. Montgomery, Design and Analysis of Experiments,
7th edition, John Wiley & Sons, Inc., 2009; T. Lundstedt, E. Seifert, L. Abramo, B. Thelin, Å. Nyström, J.
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. Introduction

To introduce the concepts of experimental design, let me tell you
story.

Once upon a time, in the Kingdom of Far Far Away, the King
anted to optimize a chemical reaction, finding the setting pro-
ucing the highest yield. The task was quite simple, since only
wo variables (temperature and reaction time) were involved in
he process and previous knowledge indicated that the ranges in
hich the optimum had to be looked for were 40–80 degrees Cel-

ius and 20–60 min, respectively. It was also known that both high
emperature and long reaction time could decompose the product;
or both variables a maximum was therefore expected. Anyway, it

as so important to optimize this reaction that the King decided
hat the person giving the best solution would have married his
eautiful daughter or his beautiful son (depending on the sex of

he winner. . .).

The first person to show up was a man who was very famous in
he Kingdom for having “optimized” a lot of reactions in his long
areer.
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As he always did, he started by performing the “cheapest” exper-
iment (40 degrees, 20 min), with a yield of 20.6%. Then, to save time,
he kept the time constant at 20 min and started increasing the tem-
perature: at 50 degrees the yield was 32.3%, at 60 degrees it was
39.9%, at 70 degrees it was 43.5%, at 80 degrees it was 43.0%. Since
the yield at 80 degrees was lower than at 70 degrees, this meaning
that the best temperature was lower than 80 degrees, he performed
a new experiment at 75 degrees, with a yield of 43.7%, which was
the highest till then obtained. Therefore, he concluded that the best
temperature had been found and that he could keep it constant
and started changing the reaction time. This led him to do the fol-
lowing experiments, all of them at a temperature of 75 degrees:
30 min (50.2%), 40 min (52.1%), 50 min (49.5%). Since the yield at
50 min was lower than at 40 min, this meaning that the best time
was lower than 50 min, he performed a new experiment at 45 min,
with a yield of 51.4%. So, the best reaction time was 40 min.

The man ended his job and was very satisfied: since he had opti-
mized at first temperature and then time, he was pretty sure that
he had found the best conditions: when working at 75 degrees with

a reaction time of 40 min a yield of 52.1% was obtained, which was
the highest possible yield. The whole process required a total of ten
experiments. So, becoming the new Prince had been quite easy. . .

But then a second man went to the King. He was a young man,
not as famous as the first one, without any direct experience of that

http://www.sciencedirect.com/science/journal/00032670
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Table 1
The nine experi-
ments suggested by
the second man.

40 degrees, 20 min
40 degrees, 40 min
40 degrees, 60 min
60 degrees, 20 min
60 degrees, 40 min
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60 degrees, 60 min
80 degrees, 20 min
80 degrees, 40 min
80 degrees, 60 min

pecific problem, and the only thing he was proudly reporting on
is CV was that he had followed a course of experimental design. Of
ourse, the King did not know anything at all about experimental
esign, but he was liking this man so much that he gave him the
ossibility of trying to optimize his reaction. The man gave him
sheet of paper containing the list of the nine experiments that

hould have been performed (Table 1).
The King was quite upset by this unusual behaviour (having

ecided which experiments to perform even before actually doing
he first one, and furthermore by changing both variables at the
ame time!) but since he was quite open-minded he allowed the
an to do what he had planned.

The nine experiments gave the following results: 20.6%, 44.9%,
1.0%, 39.9%, 55.1%, 52.1%, 43.0%, 49.1%, 37.0%.

How shocked was the King when he saw that the fifth exper-
ment (60 degrees, 40 min), gave a yield of 55.1%, higher than the
2.1% that the first expert had claimed as the highest possible value!

The young man, when called by the King, instead of staying con-
ent with the results he got, suggested to try a new experiment at 60
egrees and 45 min, predicting that the yield would have been even
igher. The experiment was performed and the yield was indeed
6.1%!

Of course, the King was so happy that he immediately cele-
rated the wedding between this man and the beautiful Princess.
he Princess was fascinated by his new husband and she whis-
ered him: “Darling, how could you do that? Are you a magician?”.
nd he replied: “My dear Princess, I’m not a magician, I’m just a
hemometrician. . .”. And the two of them lived happily ever after,
ith the young man optimizing every aspect of their life. . .

. Interactions

Unfortunately, the very great majority of people behave as the
rst “expert” of the story. When browsing through the papers pub-

ished in Analytica Chimica Acta in 2009 (from volume 631 to
olume 645, plus the papers available in the “Articles in Press” sec-
ion on June 3, 2009), I found 165 of them having the general title
r a section title containing the words “optimization” or “devel-
pment”, or “improvement”, or “effect of”. Only in 11 papers (i.e.,
ne out of 15. . .) a multivariate approach has been followed, while

n the great majority of them the “optimization” was performed
ne variable at a time, sometimes with the titles of the subsections
roudly remarking it (“3.1. Effect of pH”, “3.2. Effect of tempera-
ure”, “3.3. Effect of flow”, and so on. . .). Five of them [9–13] have
een published in the section “Extraction and Sample handling”,
wo [14,15] in the section “Chemometrics”, two [16,17] in the sec-
ion “Electrochemistry” and two [18,19] in the section “Separation

ethods”.

As the story has shown, the “optimization” performed OVAT

One Variable At a Time) does not guarantee at all that the real opti-
um will be hit. This because this approach would be valid only if

he variables to be optimized would be totally independent from
ach other.
cta 652 (2009) 161–172

If somebody would ask you what is the best gear to ride a bike,
your reply would surely be: “It depends”.

“What is the best cooking time for a cake?” “It depends”.

“What is the best waxing for your skis?” “It depends”.

“What is the best setup for a racing car?” “It depends”.

This means that you do not have “the best” gear, but the best
gear depends on the levels of the other factors involved, such as the
slope of the road, the direction and the speed of the wind, the level
of the cyclist, how tired the cyclist is, the speed he wants to keep.

The same, when cooking a cake the best time depends on the
temperature of the oven, the best waxing depends on the condi-
tions of the weather and of the snow, the best setup for a racing car
depends on the circuit, and so on.

Every time your reply is “it depends”, then it means that you
intuitively recognize that the effect of the factor you are talking
about is not independent of the levels of the other factors; this
means that an interaction among those factors is relevant and that
not taking it into account can give terrible results.

So, it is evident that the housewife knows very well that there is
a strong interaction between cooking time and oven temperature,
a cyclist knows very well that there is an interaction between the
gear and the surrounding conditions, and so on.

Of course, you will never hear a housewife using the word “inter-
action”, but her behaviour demonstrates clearly that she intuitively
understands what an interaction is.

Could you imagine somebody looking for the best gear on a flat
course (i.e., changing gear while keeping all the remaining variables
constant) and then using it on any other course simply because the
first set of experiments demonstrated that it was the best?

Well, chemists optimizing their procedures OVAT behave in the
very same way!

Why the same people answering “it depends” on a lot of ques-
tions about their everyday life, when entering a lab and working as
chemists will never give the same answer?

Why, when looking for the best pH, chemists usually behave as
the foolish cyclist described before, by changing pH and keeping
constant all the remaining variables instead of thinking that the
“best pH” may depend on the setting of the other variables?

In the story narrated in the Introduction this was absolutely evi-
dent: the young man found a better yield because there was a strong
interaction between the two variables. As a consequence, the “best”
temperature found by the first man was simply the best tempera-
ture when the reaction time was 20 min, while each reaction time
has a different optimal temperature (the longer the reaction time,
the lower the optimal temperature).

3. Modeling

Another extremely important difference between the two
approaches described in the story is the fact that the first man
decided which experiment to do next on the basis of the outcome of
the previous experiments, while the second man had already well
clear in his mind the whole set of experiments (it was a simple grid
covering the whole experimental domain).

As a consequence of that, in the first case only a local knowledge
was obtained, this meaning that only the results of the experi-
ments actually performed could be known, each of them with an
incertitude corresponding to the experimental error.
Instead, from the results obtained by the second man a simple
mathematical model could be obtained, relating the response with
the experimental conditions:

Y = b0 + b1X1 + b2X2 + b12X1X2 + b11X2
1 + b22X2

2
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Fig. 1. Isoresponse plot (yield of the chemical reaction).

fter having estimated the constant and the coefficients of the two
inear terms, of the interaction and of the two quadratic terms (any
oftware for multiple linear regression will do it), by simply replac-
ng X1 and X2 with actual values it will be possible to predict the
esponse for any possible setting (i.e., for any point of the exper-
mental domain), even for those experiments that have not been
ctually performed.

Since the response in any point of the experimental domain
an be predicted, then a graphical representation can be easily
btained. In Fig. 1, the isoresponse curves connect all the points
aving the same predicted response, in exactly the same way as in
topographical map the isohypses connect all the points having the
ame altitude. By looking at this plot, the general behaviour of the
henomenon can be easily understood, and the conditions corre-
ponding to the global maximum can be easily found. This is how
he future Prince could suggest a further experiment after the first
eries, leading to the real maximum!

By looking at the plot, it is also easy to understand that the best
emperature changes according to the reaction time (and the other
ay round), and this is the physical interpretation of the interaction
etween the two variables (without any interaction, the axes of the

llipses would be parallel to the axes of the plot).

But there is something else. . . Fig. 2 shows the leverage plot
f the experimental design of Table 1. The leverage can be com-
uted in every point of the experimental domain (it depends on

Fig. 2. Leverage plot (chemical reaction).
cta 652 (2009) 161–172 163

the experimental matrix and on the postulated model), and its
value, multiplied by the experimental variance, corresponds to the
variance of the estimate of the response in that point. Therefore,
a leverage of 1 means that the response can be predicted with
the same precision of the actual experiment, while a leverage < 1
means that the response can be predicted better than if one real
experiment would be performed in the same point. Since in the
whole experimental domain the leverage is always much lower
than 1, this means that the response in any point will be known
with a better precision by using the prediction from the model
obtained by the responses of the nine experiments of the experi-
mental design than by performing an actual experiment in the same
point. This was the reason why the future Prince was so confident
in suggesting a setting corresponding to an experiment he never
performed!

Another important point is that the leverage depends only on the
experimental design and not on the outcome of the experiments.
This means that, since it can be computed before starting to do the
experiments, it is possible to know in advance whether the preci-
sion of the estimate will be acceptable or not (of course, to have this
knowledge the experimental variance should be known).

4. A different way of thinking

As we have seen, the quality of the information, i.e. the precision
of the estimate, depends both on the experimental variance and on
the leverage. The great majority of the chemists try with any means
to reduce the experimental variance (e.g., buying a more precise
instrument, or doing the experiments as carefully as possible), but
since they do not do any experimental design they do not care about
the leverage. While the experimental variance cannot be reduced
very much (perhaps by an order of magnitude), the leverage can
jump to extremely high values.

By comparing the information obtained by an OVAT approach
with the information obtained by an experimental design we can
say that:

• the experimental design takes into account the interactions
among the variables, while the OVAT does not;

• the experimental design provides a global knowledge (in the
whole experimental domain), while the OVAT gives a local knowl-
edge (only where the experiments have been performed);

• in each point of the experimental domain, the quality of the infor-
mation obtained by the experimental design (leverage always <1)
is higher than the information obtained by the OVAT (leverage = 1,
and only for those points where the experiments have been per-
formed);

• the number of experiments required by an experimental design
is smaller than the number of experiments performed with an
OVAT approach.

Summarizing, it should be well clear that:

• the quality of the results depends on the distribution of the exper-
iments in the experimental domain;

• the optimal distribution of the experiments depends on the pos-
tulated model;

• given the model, the experimental limitations and the budget
available (= maximum number of experiments), the experimental
design will detect the set of experiments resulting in the highest

possible information.

People should also be aware that building the experimental
matrix (i.e., deciding which experiments must be performed) is the
easiest part of the whole process. What is difficult is instead the def-
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Table 2
The experimental matrix of the 23 factorial design.

Reagent A (X1) Reagent B (X2) Reagent C (X3)

−1 −1 −1
1 −1 −1

−1 1 −1
1 1 −1

−1 −1 1

−

+ b123X1X2X3

As a consequence, with just eight experiments it is possible to esti-
mate a constant term, the three linear terms, the three two-term
interactions and the three-term interaction.
64 R. Leardi / Analytica Chim

nition of the problem (Which are the factors to be studied? Which
s the domain of interest? Which model? How many experiments?).

To perform an experimental design, the following five steps must
e considered:

1) Define the goal of the experiments. Though it can seem totally
absurd, many people start doing experiments without having
clear in their minds what the experiments are done for. This
is a consequence of the general way of thinking, according to
which once you have the results then you can anyway extract
information from them (and the more experiments have been
performed, the better).

2) Detect all the factors that can have an effect. Particular atten-
tion must be given to the words “all” and “can”. This means
that it is not correct to consider a predefined number of factors
(e.g., let us take into account only three factors) and that saying
that a factor “can” have an effect is totally different from saying
that we think that a factor has an effect. One of the most com-
mon errors is indeed that of performing what has been defined
a “sentimental screening”, often based only on some personal
feelings rather than on scientific facts.

3) Plan the experiments. Once the factors have been selected, their
ranges have been defined and the model to be applied has been
postulated, this step requires only a few minutes.

4) Perform the experiments. While in the classical way of thinking
this is the most important part of the process, in the philosophy
of experimental design doing the experiments is just something
that cannot be avoided, in order to get results that will be used
to build the model.

5) Analyse the data obtained by the experiments. This step trans-
forms data into information and is the logical conclusion of the
whole process.

Very often one single experimental design does not lead to the
olution of the problem. In those cases the information obtained
t point 5 is used to reformulate the problem (removal of the
on-significant variables, redefinition of the experimental domain,
odification of the postulated model), after which one goes back

o step 3.
Since the possibility of having to perform more than one single

xperimental design must always be taken into account, it is wise
ot to invest more than 40% of the available budget in the first set
f experiments.

. Factorial designs

A chemical company was producing a polymer, whose viscos-
ty had to be >46.0 × 103 mPa s. As a consequence of the variation
f a raw material, they got a final product rather different from
he “original” product (being produced since several years), with
viscosity below the acceptable value. Of course, this was a very

ig problem for the company, since the product could not be sold
nymore. The person in charge of the product started performing
xperiments OVAT, but after about thirty experiments he could not
nd any acceptable solution.

A young lady, who had just followed a three-day course in exper-
mental design, decided to try to apply to this specific problem what
he had learnt.

At first, she detected three variables that could have been rele-

ant: they were the amounts of three reagents (let us call them A, B
nd C). The original formulation was 10 g of A, 4 g of B and 10 g of C.
he decided to keep this experimental setting as starting point and
o explore its surroundings. Since the number of possible experi-

ents was quite limited, she decided to apply a 23 Factorial Design,
equiring a total of eight experiments.
1 −1 1
1 1 1
1 1 1

The 2k factorial designs are the simplest possible design, requir-
ing a number of experiments equal to 2k, where k is the number of
variables under study. In these designs each variable has two lev-
els, coded as −1 and +1, and the variables can be either quantitative
(e.g., temperature, pressure, amount of an ingredient) or qualitative
(e.g., type of catalyst, type of apparatus, sequence of operations).

The experimental matrix is reported in Table 2, and it can be seen
that it is quite easy to build it (no software required!). The matrix
has eight rows (23, each row corresponding to an experiment) and
3 columns (each column corresponding to a variable); in the first
column the −1 and +1 alternate at every row, in the second column
they alternate every second row, in the third column they alternate
every fourth row. The same procedure can be used to build any
factorial design, whatever the number of variables.

From a geometrical point of view, as shown in Fig. 3, a factorial
design explores the corners of a cube (if the variables are more
than three it will be a hypercube; our mind will no more be able to
visualize it, but from the mathematical point of view nothing will
change).

Contrary to what happens in the OVAT approach, in which vari-
able 1 is changed while variables 2 and 3 are kept constant, in the
factorial designs variable 1 is changed while variables 2 and 3 have
different values (of course the same happens for all the variables).
This means that the factorial design is suitable for estimating the
interactions between variables (i.e., the difference in changing vari-
able 1 when variable 2 is at its higher level or at its lower level, and
so on).

The mathematical model is therefore the following:

Y = b0 + b1X1 + b2X2 + b3X3 + b12X1X2 + b13X1X3 + b23X2X3
Fig. 3. A graphical representation of a 23 factorial design.
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Table 3
The experimental plan and the responses of the 23 factorial design.

Reagent A (g) Reagent B (g) Reagent C (g) Viscosity (mPa s) × 103

9 3.6 9 51.8
11 3.6 9 51.6
9 4.4 9 51.0

11 4.4 9 42.4
9 3.6 11 50.2
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11 3.6 11 46.6
9 4.4 11 52.0

11 4.4 11 50.0

The next step was to define the levels of the variables and to
rite down the experimental plan.

As said before, she decided to keep the original recipe as center
oint and to set the levels −1 and +1 of each variable symmetrically
o the original value (9 and 11 for reagents A and C, 3.6 and 4.4 for
eagent B), this leading to the experimental plan reported in Table 3.
s it can be seen, while the experimental matrix contains the coded
alues (−1 and +1), the experimental plan reports the real values of
he variables and therefore can be understood by anybody.

After having performed the eight experiments (in random order,
ot to introduce unwanted systematic effects) and having recorded
he responses, it was immediately clear that in several cases the
iscosity was much higher than the minimum acceptable value!
ow was it possible not to have found those solutions in more than
0 previous experiments?

To compute the coefficients, we must go from the experimental
atrix to the model matrix (Table 4). While the former has as many

ows as experiments and as many columns as variables, the latter
as as many rows as experiments and as many columns as coef-
cients and can be easily obtained in the following way: the first
olumn (b0) is a column of +1, the columns of the linear terms are
he same as the experimental matrix, the columns of the interac-
ions are obtained by a point to point product of the columns of the
inear terms of the variables involved in the interaction (e.g., the
olumn b12 of the interaction between variables 1 and 2 is obtained
y multiplying point to point the column b1 by the column b2).

Computing the coefficients is very simple (again, no software
equired!). For each of them, multiply point to point the column
orresponding to the coefficient that has to be estimated by the
olumn of the response, and then take the average of the results.
or instance, for estimating b1 (the linear term of X1), just do
−51.8 + 51.6 − 51.0 + 42.4 − 50.2 + 46.6 − 52.0 + 50.0)/8 = −1.8.

An interesting thing to notice is that, since every column of
he model matrix has four −1 and four +1, every coefficient will
e computed as half the difference between the average of the

our experiments with positive sign and the average of the four
xperiments with negative sign. This means that each coefficient is
omputed with the same precision, and that this precision, being

he difference of two averages of four values, is much better than
hat of an OVAT experiment, where the difference between two
xperiments (one performed at higher level and one performed
t lower level) is usually computed. Once more, it can be seen

able 4
odel matrix and responses of the 23 factorial design.

0 b1 b2 b3 b12 b13 b23 b123 Viscosity

1 −1 −1 −1 +1 +1 +1 −1 51.8
1 +1 −1 −1 −1 −1 +1 +1 51.6
1 −1 +1 −1 −1 +1 −1 +1 51.0
1 +1 +1 −1 +1 −1 −1 −1 42.4
1 −1 −1 +1 +1 −1 −1 +1 50.2
1 +1 −1 +1 −1 +1 −1 −1 46.6
1 −1 +1 +1 −1 −1 +1 −1 52.0
1 +1 +1 +1 +1 +1 +1 +1 50.0
Fig. 4. Isoresponse plot (viscosity of the polymer); Reagent A at 9 g.

how the experimental design can give much more information (the
interaction terms) of much higher quality (higher precision of the
coefficients).

The following model has been obtained:

Y = 49.4 − 1.8X1 − 0.6X2 + 0.2X3 − 0.8X1X2 + 0.4X1X3 + 1.9X2X3

+ 1.2X1X2X3

Since eight coefficients have been estimated with eight experi-
ments (and therefore no degrees of freedom are available) and since
the experimental variability is not known it is impossible to define
a statistical significance of the coefficients. Anyway, those of the
linear term of X1 (Reagent A) and the interaction X2–X3 (Reagent
B–Reagent C) have absolute values larger than the other ones.

The large coefficient of X1 indicates that by increasing the
amount of Reagent A a decrease of the viscosity is obtained (the
sign of the coefficient is negative), and therefore better results are
obtained by reducing its amount. Since X1 is not involved in any
relevant interaction, we can conclude that this effect is present
whatever the values of the other two reagents.

In what concerns the interaction Reagent B–Reagent C, it can
only be interpreted by looking at the response surface shown in
Fig. 4. Since we are plotting the response on the plane defined by
two variables (think at a slice of the cube depicted in Fig. 3), we
must define the level of variable 1 at which we want to represent the
response (i.e., where to cut the slice. . .). The clear effect of Reagent
A (the lower, the better), leads us in the choice of setting the value
of X1 at its lower level (−1, corresponding to 9 g).

The geometrical shape of a linear model without interactions is
a plane (the isoresponse lines are parallel); if relevant interactions
are present, then it becomes a distorted plane (the isoresponse lines
are not parallel). This is the case of the response surface on the
plane Reagent B–Reagent C. By looking at the plot, it can be seen
that an increase of Reagent B decreases viscosity when Reagent C
is at its lower level, while it has the opposite effect when Reagent
C is at its higher level. In the same way, an increase of Reagent C
decreases viscosity when Reagent B is at its lower level, while it has
the opposite effect when Reagent B is at its higher level.
Looking at the plot, it can also be understood why the OVAT
approach did not produce any good result. If you go to the center
point (corresponding to the original formulation) and you change
the amount of either Reagent B or Reagent C (but not both at
the same time!), this meaning moving parallel to the axes, you
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Table 5
Experimental matrix, experimental plan and responses of the Face Centered Design.

X1 X2 Load Classifier Y1 Y2

−1 −1 5 1 79.00 0.05
+1 −1 15 1 66.58 1.44
−1 +1 5 3 63.50 0.03
+1 +1 15 3 58.42 0.50
−1 0 5 2 80.75 0.01
+1 0 15 2 69.22 0.88

Y = b0 + b1X1 + b2X2 + b12X1X2 + b11X2
1 + b22X2

2

After having decided the levels of the variables, the experimental
plan reported in Table 5 has been obtained. The position of the clas-
sifier is a continuous variable. In the experimental plan it has been
66 R. Leardi / Analytica Chim

ill realize that, whatever experiment you will do, nothing will
hange. Instead, owing to the strong interaction, you only have
elevant variations when you change both variables at the same
ime.

Two combinations produce the same response: 3.6 g of Reagent
and 9 g of Reagent C, and 4.4 g of Reagent B and 11 g of Reagent

. Since a higher amount of reagents increases the speed of the
eaction, and therefore the final throughput, the latter has been
elected and therefore the best combination was: 9 g of Reagent A,
.4 g of Reagent B and 11 g of Reagent C. All the experiments were
erformed at lab scale, and therefore this formulation had to be
ested at the plant. When doing it, the results obtained in the lab
ere confirmed, with a viscosity in the range 50.0–52.0 × 103 mPa s,
ell over the acceptability value.

Happy but not totally satisfied, the lady tried one more exper-
ment. The results of the experimental design showed that a
ecrease of Reagent A was leading to better products, and that
his variable was not involved in interactions with the other vari-
bles. Of course, this behaviour was demonstrated only inside the
xperimental domain, but it could have been worthwhile to check
f the effect was the same also outside it. The most logical develop-

ent would have been to do a further experimental design centered
n the new formulation, but she had not enough time to do eight
ore experiments. So, she just tried to further reduce Reagent A,

nd she tested the formulation having 7 g of Reagent A, 4.4 g of
eagent B and 11 g of Reagent C. This experiment was a total suc-
ess, since the product obtained at the plant had a viscosity in the
ange 55.0–60.0 × 103 mPa s, well above the acceptable value.

Of course, everybody in the company was very happy with the
esult. Everybody except one person. Can you guess who? It was
he expert in charge of the problem, who could not accept that
omebody else could succeed with just nine experiments where
e totally failed, in spite of having performed a huge number of
xperiments.

This not a fairy tale as the one in the Introduction. This is a real
tory [20]. The consequence of this success is that nowadays the
ame company regularly uses experimental designs whenever they
an.

One more comment. The previous example is not an optimiza-
ion. Probably, if more experiments would have been performed
ith more experimental designs, even better results could have

een obtained. Anyway, the immediate goal of the company was
ot to find the optimum, but rather to get out of an embarrass-

ng situation and to find a commercially valid solution as fast as
ossible, and the factorial design, the simplest of all the experi-
ental designs, allowed to get a substantial improvement with a

ery limited experimental effort.

. Face Centered Design

A company had to find the best operating conditions for a coal
ill. Two variables were under study: the load of the mill (tons h−1)

nd the position of the classifier (a curtain partially closing the mill).
rom previous knowledge, it was known that both variables had
quadratic behaviour and therefore a model containing also the

uadratic terms was needed. For this reason it was not possible
o use the factorial design shown in the previous example, since,
aving each variable only two levels, it is not suitable to estimate
he quadratic terms.

It has then been decided to use a Face Centered Design (the same

sed by the future Prince), with the experimental matrix reported

n Table 5.
Also in this case, building the experimental matrix is very simple.

aving k variables, the first 2k experiments are the same as for a
actorial Design. Then, the next 2×k experiments are obtained by
0 −1 10 1 73.25 0.40
0 +1 10 3 63.31 0.08
0 0 10 2 77.31 0.12

keeping all the variables except one at their central level, with the
other variable having the values of −1 and +1. Finally, the last n
experiments (in our case it was just one) are performed with all the
variables at their central value. It has to be noticed that by increasing
the number of center points (up to three) an improvement of the
mathematical characteristics of the model can be obtained (mainly,
a lower leverage and therefore a better prediction in the region
around the center); anyway, one should always evaluate if such an
improvement justifies a higher experimental work.

Fig. 5 shows a graphical representation of a Face Centered Design
on three variables. It can be seen that it spans a cubical domain and
that it is composed by a Factorial Design (the points at the vertices
of the cube) and by a Star Design. The name “Face Centered” derives
from the fact that the location of the star points corresponds to the
center of the faces of the cube.

More generally speaking, the Face Centered Design is a special
case of a Central Composite Design, this name indicating the designs
composed by a Factorial Design and a Star Design.

In the Circumscribed Central Composite Design the length of the
“arms” of the star is the square root of the number of variables. In
that case, each variable has five levels (vs. the three levels of the Face
Centered Design), all the points are equidistant from the center and
the design spans a spherical domain (Fig. 6).

The Central Composite Designs allows to estimate the con-
stant, the linear terms, the interactions between variables and
the quadratic terms, according to the following model (usually,
the interactions among more than two terms are not taken into
account):
Fig. 5. A graphical representation of a Face Centered Design on three variables.
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Fig. 7. A graphical representation of the coefficients of the models of the two
ig. 6. A graphical representation of a Central Composite Design on three variables.

oded as 1 (closed), 2 (open at 50%) and 3 (open), but it can take
ny value.

For each experiment, two responses were measured: the per-
entage of “small” particles (with diameter <200 mesh) and the
ercentage of “large” particles (with diameter >50 mesh) (see
able 5). The goal of the study was to find the operating conditions
eading to a product of acceptable quality (Y1 > 70 and Y2 < 1).

By comparing this study with the previous ones, we can imme-
iately detect two relevant differences:

more than one response is studied, this meaning that we must
look at all of them at the same time, finding the best compromise;
rather than looking for the “best” conditions, we are interested in
identifying the region of the experimental domain correspond-
ing to a product of “acceptable” quality; inside this region the
most profitable setting will be selected (in our case, the one cor-
responding to the highest load).

The following models have been obtained:

1 = 76.90 − 4.84X1(∗∗) − 5.60X2(∗∗) + 1.84X1X2 − 1.71X2
1

− 8.42X2
2 (∗∗)

2 = 0.15 + 0.45X1(∗∗∗) − 0.21X2(∗∗) − 0.23X1X2(∗∗) + 0.28X2
1 (∗∗)

+ 0.08X2
2

ince nine experiments have been performed and six coefficients
ave been estimated, three degrees of freedom are available and
herefore the significance of the coefficients can be estimated (the
evel of significance is indicated according to the usual convention:
= p < 0.05, ** = p < 0.01, *** = p < 0.001). An easier way to look at the
oefficients and at their relative magnitude is the bar plot reported
n Fig. 7.

Fig. 8 shows the response surfaces. For the first response (to be
aximized) it can be seen that it decreases when the load increases.

he linear term of X2 suggests that the response decreases when the
lassifier is opened, but the highly significant quadratic term indi-
ates that the behaviour is not linear, as confirmed by the response
urface, from which it can easily be seen that the best results are
btained with the classifier in an intermediate position. Anyway,

he response is not acceptable only when the classifier is almost
ompletely open and when the classifier is totally closed and the
oad is maximum.

The second response (to be minimized) increases with the load
very strong linear term for X1), but this increase is particularly fast
responses of the Face Centered Design (top: Y1, bottom: Y2). The brackets corre-
spond to the confidence intervals at p = 0.05; the stars indicate the significance of
the coefficient (* = p < 0.05, ** = p < 0.01, *** = p < 0.001).

at higher loads (as a consequence of the significant quadratic term
for X1). The more the classifier is opened, the better this response
is (significant linear term for X2). The interaction between the two
variables can be seen by the fact that at higher loads the effect of the
classifier is higher than at lower loads and that when the classifier
is closed the effect of the load is higher than when the classifier is
totally open. The response surface also shows that the response is
always acceptable, except for a very small region at higher load and
classifier closed, that was unacceptable also for the first response.

Therefore, the most profitable combination seems to be maxi-
mum load and classifier about 30% open.

This way of thinking would be correct if we would not have to
cope with the experimental error. Indeed, the isoresponse curve at
70% connects all the points with a predicted response of 70%. But
we also know that any prediction has a confidence interval, and
when producing a product we must be reasonably sure that it has

the desired characteristics. So, instead of looking at the predicted
value as such, we should rather take into account the lower limit of
the confidence interval if the response must be maximized (or the
upper limit if the response has to be minimized).
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important is which experiments are performed, not how many!
ig. 8. Isoresponse plots of the two responses of the Face Centered Design (top: Y1,
ottom: Y2). For each of them the region of acceptability is highlighted.

How to compute the confidence interval of the prediction? We
ave already seen that if we multiply the leverage by the experi-
ental variance we obtain the variance of the prediction. We also

now that it is possible to compute the leverage for any point of the
xperimental domain (do not worry if you do not know how to do it
athematically: a software will do it for you. . .). About the exper-

mental variance, in this case we do not have replicates but, since
e have degrees of freedom, we can estimate it from the residuals

f the regression: in our case the standard deviation of the residu-
ls is 1.18 for Y1 and 0.06 for Y2, both computed with 3 degrees of
reedom.

Therefore if we multiply the leverage of a point by 1.182 we have
he variance of the prediction of Y1 in that point. By doing the square
oot we have the standard deviation of the prediction, and if we

ultiply it by 3.18 (the t at p = 0.05, with 3 degrees of freedom) we
ave the semiamplitude of the 95% confidence interval in the same
oint.
The leverage of this design is the same shown in Fig. 2. The rel-
tively higher leverage in the center depends by the fact that no
eplicates have been performed at the center point. By adding more
eplicates, this bump would have been smaller: for instance, with
Fig. 9. Semiamplitude of the 95% confidence interval for the two responses of the
Face Centered Design (top: Y1, bottom: Y2).

three center points (i.e., two more experiments) a very wide flat
region would have been obtained. Of course, when designing a set of
experiments the best compromise between quality of information
and experimental effort must be looked for. Two more experiments
would have improved our design, but would it have been worth-
while to perform them (i.e., what would have been the extra cost in
terms of time and money)? This is a decision that only the people
in charge of the specific problem can take!

Fig. 9 shows the plots of the semiamplitude of the 95% confi-
dence interval for each of the two responses. These plots, derived
from the leverage plot, are anyway much more easily interpretable
since they give a direct idea of the uncertainty of the predicted
value. So, we can immediately see that for the first response the
uncertainty is between about ±2 and about ±3, while for the second
response it is in the range ±0.1–±0.2. It is very important to notice
that the confidence interval changes according to the position in
the experimental domain, and its shape depends on the distribu-
tion of the experiments in the experimental domain. Again, what is
For any point of the experimental domain both the predicted
responses and their confidence intervals are known. This allows us
to draw the plots reported in Fig. 10. As expected, the regions in
which it is “safe” to work are a little bit more reduced than when
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ig. 10. Isoresponse plots of the two responses of the Face Centered Design, each at
he limit of the confidence interval of interest (top: Y1, bottom: Y2). For each of them
he region of acceptability is highlighted.

aking into account the predicted responses. Furthermore, there are
wo more comments that can be done.

While the isoresponse curves are very nicely shaped ellipses, in
his case the curves are not completely regular. This depends on the
act that, as shown in Fig. 9, the size of the confidence interval is
ot the same in any point.

When looking at the isoresponse curves of the second response
Fig. 8), it can be seen that some part of the domain has a predicted
esponse <0. Of course, this is totally nonsense from the chemical
oint of view, since it would mean that a negative amount of large
articles has been produced! Anyway, the predicted values of this
egion are not significantly different from 0. And indeed, when tak-
ng into account the upper limit of the confidence interval as shown
n Fig. 10, no points in the experimental domain have a value <0.

Fig. 11, showing the overlapped plots of the confidence limits of
nterest, can be used to take the final decision. It can be seen that
he region of acceptability of the first response is a subregion of

hat of the second response. If the maximum possible coal load is
he main goal of the study, then a load of about 14 tons h−1 with
he classifier in position 1.6 (30% open) will give a product having
oth the responses at acceptable levels. It can also be seen that by
educing a little bit the load the percentage of large particles will
Fig. 11. Overlapped isoresponse plot of the two responses of the Face Centered
Design, each at the limit of the confidence interval of interest. The region of joint
acceptability is highlighted.

decrease quite fast. So, for instance, when working with a load of
12 tons h−1 and the classifier in position 2.4 (70% open), the per-
centage of large particles will decrease to no more than 0.4%, and
therefore the quality of the product will be much higher.

Now, the question is: is it worthwhile to produce 2 tons h−1 less
in order to have such an increase in the product quality? Of course,
nobody else than the person in charge of the plant can answer.
This shows how experimental design gives very good tools making
easier to understand the problem; anyway, the final decision must
rely on a practical basis.

7. Mixture design

A pharmaceutical company must find the best formulation for
a tablet. The composition is the following: drug substance 4.0%,
disintegrant 0.2%, lubricant A 4.0%, lubricant B 1.0%, ligands 90.8%.
Three possible ligands are available: monohydrated alfa-lactose
(X1), anhydrous beta-lactose (X2) and modified rice starch (X3). The
goal is to find the best mixture of the three ligands in order to have
the best compromise between breaking load, i.e., the maximum
force a tablet can sustain without breaking (Y1), and dissolution rate
(Y2). In this case, it is logical to think that it would not be possible
to optimize both responses at the same time, since higher breaking
loads will correspond to lower dissolution rates (and vice versa).

Since the amount of the other components is fixed and cannot be
changed, one can consider only the relative amount of the ligands,
taking then into account that the sum of the ligands is 90.8% of the
total.

In the cases studied till now (experimental designs for inde-
pendent variables) each variable could be set at any value inside
its range, independently of the value taken by the other variables.
Instead, in a mixture we must cope with the implicit constraint that
the sum of all the components must be 1 (or 100%). This means that
the components of a mixture cannot be varied independently, since
by varying the percentage of one component also the percentages
of the other components will be changed.
Another relevant difference with the design for independent
variables is that the object of the study in these problems is not
the effect of the variation of the absolute quantity of the variables,
but the effect of the variation of the ratios among the variables (a
cocktail made by 10 mL of component A, 20 mL of component B and
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ig. 12. The representation of a 3-component mixture, with the lines of the grid
rawn at steps of 10% (dark solid lines), 5% (light solid lines) and 1% (dotted lines).
he points of the 7 experiments of the mixture design are reported.

5 mL of component C will be exactly the same as a cocktail made
y 1 L of A, 2 L of B and 2.5 L of C).

As a consequence of that, it is not possible to apply to the prob-
ems of mixtures the experimental designs previously studied.

Fig. 12 shows the graphical representation of a three-component
ixture. It is an equilateral triangle, in which the vertices corre-

pond to the pure components, the sides to the binary mixtures
nd the internal points to the ternary mixtures. In such a repre-
entation, there is a biunivocal correspondence between the plot
nd the composition, since to each composition corresponds one
nd only one point of the plot, and vice versa. The same holds for
ny number of components of a mixture, whose domain will be the
egular figure having as many vertices as components, lying in the
pace having dimensionality equal to the number of components
inus one (the equilateral triangle is the regular figure having three

ertices in a two-dimensional space; the tetrahedron is the regular
gure having four vertices in a three-dimensional space). For more

han four components, we cannot visualize the whole domain since
t lies in a space having more than three dimensions, but this is just a
roblem of our limited mind: from the mathematical point of view,
he number of dimensions does not make any difference.

Table 6 reports the seven experiments that have been per-
ormed, together with the responses that have been obtained,

easured on arbitrary units (the experiments are also highlighted
n Fig. 12).

By doing these experiments, the coefficients of the following
odel can be estimated:
= b1X1 + b2X2 + b3X3 + b12X1X2 + b13X1X3 + b23X2X3

+ b123X1X2X3

omparing it with the model for independent variables, it can
mmediately be seen that the constant is not present. This appears

able 6
he experimental matrix and the responses of the mixture design.

1 X2 X3 Y1 Y2

0 0 31 44
1 0 113 26
0 1 38 52

.50 0.50 0 42 41

.50 0 0.50 39 67
0.50 0.50 70 30

.33 0.33 0.33 60 55
cta 652 (2009) 161–172

quite logical if we think that the constant corresponds to the
response when all the variables have level 0. In the case of the
designs for independent variables, it has a practical meaning, since
it corresponds to the response at the center point. In the case of
mixtures, since the sum of all the components must be 1, it is not
possible to have a condition in which all the variables have level 0.

The model for the first response is:

Y = 31X1 + 113X2 + 38X3 − 120X1X2 + 18X1X3 − 22X2X3

+ 370X1X2X3

It can be noticed that the coefficients of the linear terms correspond
to the response obtained with the pure components.

The coefficients of the two-term interactions indicate the syner-
gic effect of the two components. In the example described above,
the experiment with pure X1 gave a response of 31, while the exper-
iment with pure X2 gave a response of 113. If no synergic effect
would be present, the mixture made by 0.5 X1 and 0.5 X2 would
give a response of 72 (the average of 31 and 113). The response of
this mixture is instead 42 (30 units less), meaning that a negative
synergic effect is present. This can be found in the term X1X2, whose
coefficient is −120. It can be seen that the magnitude of the synergic
effects of the two-component mixtures is given by the coefficients
divided by 4.

In the same way, the coefficient of the three-terms interaction,
divided by 27, corresponds to the magnitude of the synergic effect
of the three components (this is the reason why the coefficients of
the higher interactions are usually very large).

From the isoresponse plot shown in Fig. 13 it can be seen that
X2 has the greatest effect on Y1 (breaking load). To understand the
effect of each variable one must follow how the response changes
when going from a composition without that component to the
pure component (without changing the relative amounts of the
other components). On the plot, start from the center of the edge
opposite to the component under study (i.e., a mixture made by
the two remaining components, at 50% each) and go to the vertex
representing the pure component. In the case of X2, the response at
the starting point (no X2) is 39, and then it goes on increasing quite
regularly up to 113 for pure X2.

Doing the same for X1, it can be seen that it has a negative effect:
the response is 70 without it, and then regularly decreases down to
31 for pure X1.

X3 is the component with the lowest effect and, owing to the
three-component interaction, it has a different behaviour: starting
from 42 for the mixture made by 50% X1 and 50% X2, it goes down to
38 for pure X3, but the addition of X3 at first increases the response
(up to 60 for the mixture made by 33.3% of each of the components),
then decreases it.

The model for the second response is:

Y = 44X1 + 26X2+52X3 + 24X1X2 + 76X1X3 − 36X2X3 + 206X1X2X3

By looking at the coefficients of the interactions we can understand
that the strongest synergic effect is the positive synergy between
X1 and X3. By looking at the isoresponse plot of Fig. 13 it can be
seen that the highest response corresponds to the mixture made
approximately by 50% X1 and 50% X3.

Also for this response X2 is the component with the highest
effect, since the response decreases from 67 (no X2) to 26 (pure
X2). When starting adding X1 the response increases from 30 up to
more than 55 (at approximately 50% of X1), then it decreases to 44
(pure X1). X3 is the component with the smallest effect, since the

response goes from 41 (no X3) up to about 50 (at approximately 20%
of X3), to stay almost constant till the pure X3, having a response of
52.

In the experimental designs for independent variables we saw
that the effect of the factors and the relative importance of the
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ig. 13. Isoresponse plots of the two responses of the mixture design (top: breaking
oad, bottom: dissolution rate).

erms can be immediately understood just looking at the model
the higher the coefficient, the more important the term).

Unfortunately, this is no more true in the mixture designs. For
nstance, in the case of the second response of the previous exam-
le, it is clear from the isoresponse surface that X2 is by far the
omponent with the most relevant effect, but its coefficient is the
mallest one! This because, as previously explained, the coefficients
f the linear terms correspond to the responses with pure com-
onents, and therefore have nothing to do with the effects of the
omponents. When going to the interactions, in order to give them
practical meaning, we must remember to divide them by 4 (in

ase of a two-term interaction) or 27 (for three-term interactions),
r 256 (for four-term interactions).

As a consequence, the only way to understand the meaning of
model is to look at the isoresponse surfaces. This is easy in the

ase of three components (the domain is just a triangle), it becomes

ore complex but still possible in the case of four components (the

omain is a tetrahedron, and we must take into account “slices”
btained by cutting it with planes parallel to one of the faces, which
eans keeping one of the components constant), and it is extremely

ifficult with more than four components (with n components, in
Fig. 14. Overlapped isoresponse plot of the two responses of the mixture design.
The region of joint acceptability is highlighted.

order to have a plane, we should cut the experimental domain with
hyperplanes obtained by keeping constant n-3 components).

This is the reason why the number of components under study
in a mixture design usually is not higher than four. In case of a
more complex system, it is suggested to split the whole domain
into two or more subdomains, each of them with an “acceptable”
number of components, and then to study each of them separately.
Of course, by doing so, one has to realize that the interactions among
the components of the different subdomains cannot be studied, but
this is the price to be paid in order to increase the comprehensibility
of the whole system.

Back to our problem, the pharmaceutical company was looking
for the best compromise, with a minimum acceptable value of 50 for
both responses. As expected, and as shown by the response surfaces,
the two responses have opposite behaviour, and when one of them
is increased the other one is decreased.

Fig. 14 shows the region of joint acceptability. Since it is totally
internal to the domain, then only ternary mixtures can produce
acceptable results. The producer can select the most convenient for-
mulation on the basis of the responses but also taking into account
the price of each of the components.

It has to be noticed that, apart from the pharmaceutical industry,
mixture designs are extremely important in many fields, such as
food products (e.g., formulation of a new recipe), beverages (e.g.,
formulation of a blend), paintings (e.g., formulation of a painting),
method optimization (e.g., optimal mobile phase for HPLC).

8. Conclusions

The applications described in this paper clearly show the supe-
riority of experimental design compared with the “classical” OVAT
approach. In spite of the fact that its advantages are well known
and well recognized since more than 70 years ago [21], experimen-
tal design is still applied only in a very small minority of the cases
in which it could (and should) be used.

Therefore, one of the main efforts of the chemometric com-
munity should be to make it as known and as understandable as

possible, in such a way that it could become the standard way of
operating.

It is well recognized that the OVAT is not at all the correct way to
perform an optimization or to study the effect of several variables,
since it does not take into account the interactions among vari-
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bles, it only gives a local knowledge of the phenomenon and often
equires a much larger experimental effort; therefore, it would be
dvisable that the major journals would not accept anymore papers
n which the OVAT approach is performed when an experimental
esign should instead be applied.
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