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Missing tokens

For some sentences the automatic analysis (generated by UDPipe 
or other tools) is not correct since it does not include all the 
tokens it should include.



Missing tokens

For example, the analysis provided by UDPipe for the following 
Italian sentences is incorrect since at least one of the clitics 
encompassed in the word in bold (that begins with the verb) is 
missing:

1) Ho comprato un libro interessante e Giorgio ha detto di 
mandarglielo presto. 
(I bought a book interesting and Giorgio has tell to send-him-it 
soon)

2) Avvisatelo!
(Warn-him!)



Missing tokens: Ex.1

Ho comprato un libro interessante e Giorgio ha detto di 
mandarglielo presto. 
(I bought a book interesting and Giorgio has tell to send-him-it 
soon)

The morphological analysis of the word mandarglielo includes 
3 tokens:  

mandar VERB 
glie PRON 
lo PRON 



Missing tokens: Ex.1

Ho comprato un libro interessante e Giorgio ha detto di 
mandarglielo presto. 
(I bought a book interesting and Giorgio has tell to send-him-it 
soon)

According to the UD format the expected annotation is as follows 
(also including an extra line for the entire word):

11 - 13  mandarglielo     < extra line
11  mandar VERB           
12  glie PRON 
13  lo PRON 



Missing tokens: Ex.1
Ho comprato un libro interessante e Giorgio ha detto di 
mandarglielo presto. 
(I bought a book interesting and Giorgio has tell to send-him-it 
soon)

The analysis provided by UDPipe only includes 2 tokens. 
The first clitic is not correctly recognised and separated. 
This also induces an error in lemmatisation.
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soon)

But have you tried different models? 

They can provide different analysis.



Missing tokens: Ex.1
Using ITALIAN-ISDT only 2 tokens are generated and the token 
for the clitic GLIE is missing 

while using POSTWITA 3 tokens are generated and the analysis 
is correct
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Missing tokens: Ex. 2

Avvisatelo!
(Warn-him!)

The analysis provided by UDPipe only includes 1 token 
rather than 2 because the clitic is not correctly recognised 
and separated. 
This also induces an error in morphology
This also induces an error in lemmatisation.



Missing tokens: Ex. 2

Avvisatelo!
(Warn-him!)

The analysis provided by UDPipe only includes 1 token 
rather than 2 because the clitic is not correctly recognised 
and separated. 
This also induces an error in morphology
This also induces an error in lemmatisation.



Missing tokens: Ex. 2

Avvisatelo!
(Warn-him!)

The analysis provided by UDPipe only includes 1 token 
rather than 2 because the clitic is not correctly recognised 
and separated. 
This also induces an error in morphology
This also induces an error in lemmatisation.



Missing tokens: Ex. 2

Avvisatelo!
(Warn-him!)

The analysis provided by UDPipe only includes 1 token 
rather than 2 because the clitic is not correctly recognised 
and separated. 
This also induces an error in morphology
This also induces an error in lemmatisation.



Missing tokens: Ex. 2

Avvisatelo!
(Warn-him!)

What to do when all the models provide incorrect analysis?

We can apply the analysis to some similar cases looking for one 
that is correctly analysed. Then we can copy the annotation 
generated for that one, and modify what is needed.
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Avvisatelo!
(Warn-him!)

For example, the analysis for “Colpiscilo!” Is correct:
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Missing tokens: Ex. 2

Be careful!

As seen in the examples, an error can have impact on more 
than one kind of information / column. 

Be careful to correct all columns and rows that may be affected by 
the error once you have detected its presence.

For example, when you change the content of the column word, 
check whether the lemma is correct or change it according to the 
correction done for the word.
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Be careful!

The CoNLL-U format is based on 10 columns.
Columns are separated by tab characters. 

Inception only reads files in correct CoNLL-U format, with lines 
composed of 10 columns and separated by tabs!

If a tab or column is missing on a line, Inception cannot read that 
line, or open the file and import it to create a project.
When you try to import it, Inception generates a warning 
message in which you can find precise information about the error.
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Be careful!

It is easy to do errors in adding / modifying / removing columns also 
because the characters for tabs are usually invisible.

But you can work with a text editor that can make them visible:
 


