
Developing corpora 
for sentiment 
analysis / hate speech 
detection, …



Annotated corpora for SA et. Al

✤ The most used resources for NLP are currently annotated corpora, 

where linguistic data are associated with explicit annotation of the 

most relevant part of linguistic knowledge.

✤ Corpora have been developed during the last decades for a variety of 

NLP tasks: 

✤ corpora for sentiment analysis, where information concerning the 

polarity of linguistic expressions or sentences is made explicit
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Annotated corpora for SA et al.

✤ Annotated corpora, where linguistic data are associated with:

✤ explicit annotation of the most relevant part of linguistic knowledge for the task of interest

✤ In general, the development of a linguistic resource includes:

✤ collection of data to be annotated (data balance, copyright solution)

✤ definition of an annotation scheme to be applied (what kind of information, what kind of 

representation and format)

✤ application of the scheme to data (manually, involving a wide/diverse set of competent 

humans or automatically)

✤ validation of the annotated data

✤ Agreement/disagreement metrics, comparison, system training



Annotated corpora for SA et al.

Exploitation in training / fine-tuning and 
testing automatic systems



Annotated corpora for SA et al.

✤ In corpora developed for sentiment analysis the collection usually

✤ are focused on social media, blogs, site where posts 

comment about politics, products…

✤ is done according to the policies stated by providers

✤ includes data which can be considered as a statistically 

representative of the phenomena to be studied

✤ the importance of a good sample!



Developing corpora  
for hate speech

✤ Selecting data samples 

✤ Collect data from sources representative of  the phenomena to be studied

✤ Filter data by keywords and hashtags representing: 

✤ Hate speech targets > e.g. women, immigrants (Romas, Muslims, …)

✤ Forms of hate speech > misogyny, racism, xenophobia, religious hate..

✤ Monitoring potential victims of hate accounts,  
downloading the history of identified haters  
and filtering Twitter streams with keywords,  
i.e. words, hashtags and stems.

✤ Media ecosystem (reactions to news posts)



Annotated corpora for SA et al.

✤ In corpora developed for sentiment analysis the annotation scheme is oriented 

to made explicit

✤ the polarity of each post (is the sentiment/opinion expressed positive 

or negative?, …)

✤ or other labels depending on the focus of the task (sentiment 

polarity, emotions, stance, hate speech, …)

✤ the entity towards which the sentiment/opinion is expressed (target)

✤ the presence of figurative use of language (irony, metaphor, …)

✤ …



Annotated corpora for SA et. al.

✤ Testing the accuracy of automatic systems in 
classifying the text according to a sentiment scheme 
requires the availability of a manually annotated 
dataset where the sentiment in the texts has been 
classified by several human experts  

✤ Application of the annotation scheme:
✤ manually or semi-automatically

- manually: by at least 3 skilled human annotators
- crowd vs experts
- annotation guidelines



Crowdsourcing  
Annotation platforms

✤ Amazon Mechanical Turks: https://www.mturk.com/ 

✤ Prolific: https://www.prolific.com/ 

✤ Appen (ex Crowdflower): https://www.appen.com/ 

✤ Label studio: https://labelstud.io/ 

✤ Home made platforms

✤ …



Developing corpora  
for hate speech

✤ Annotation scheme applied by human annotators/judges (expert vs crowdsourcing) 

✤ Labels oriented to made explicit the presence of hate speech in  texts , given an 
operational definition) 

✤ Coarse-grained: Hateful? Yes or no;.Misogyny? Yes or no  

✤ Fine-grained: relevant aspects characterizing hate 

✤ The entity towards which the hate is expressed (target)

✤  Presence of figurative use of language: irony/sarcasm

✤ Multilayered annotation schemes



Developing corpora  
for hate speech



Annotated corpora for SA et. al. 
Evaluation
✤ Evaluation of the annotated data:

✤ by comparing the results produced by the human annotators and calculating their 

disagreement

✤  by training systems and then comparing their results with the data annotated by humans

✤ Annotation schemes: standards? 

✤ Evaluation campaigns and shared tasks  

Semeval (mostly English)  

Evalita (Italian)  

Ibereval (Spanish)  

…



Inter-annotator agreement (IAA)

✤ Rigorous methodologies for measuring the inter-annotator agreement
✤ Cohen’s kappa-like measures (two coders)
✤ Fleiss’s kappa measure (generalization to more than two coders)
✤ http://www.aclweb.org/anthology/J08-4004: Inter-Coder Agreement for 

Computational Linguistics by Artstein & Poesio.
✤ Increasing the number of annotators is the best strategy, because it reduces the 

chances of accidental personal biases.
✤ Scales for the Interpretation of Kappa

✤ Gold standard: manually annotated corpora



Gold standard

✤ Gold standard: manually annotated corpora  

✤ Aggregation: majority vote

✤ New frontiers: 

✤ Perspectivist manifesto: https://pdai.info/



Bias in AI e NLP? We need diversity!

✤ Bias in developing resources and  
annotated corpora  
to be used as training and testing data

✤ Definition of the phenomena  
we want to model (e.g. hate speech)

✤ Selection of training data (source, authors,…)

✤ Biases of the annotators

✤ We need to deal with human diversity!

✤ Perspective of the victims

✤ Machine learning with a point of view?

✤ Perspectivist manifesto: https://pdai.info/ 

✤ Demographic information

✤ Biases in selecting vulnerable groups

Recognising abuse requires expert eyes  



Annotation platforms

✤ Amazon Mechanical Turks: https://www.mturk.com/ 

✤ Prolific: https://www.prolific.com/ 

✤ Appen (ex Crowdflower): https://www.appen.com/ 

✤ Label studio: https://labelstud.io/ 

✤ Home made platforms

✤ …

What’s better from a perspectivist 
point of view?



Hate Speech Corpus

✤                               (http://twita.di.unito.it/ ) is a collection of texts from 
Twitter in Italian language that is continuously going on since 2012

✤ Hate target: immigrants

✤ Smaller datasets extracted from the main collection TWITA and filtered 
according to set of carefully selected keywords representing hate speech 
against migrants

✤ An annotation scheme was designed for making explicit the main 
features of hate speech: stereotypes, aggressive attitude…

✤ HS as a complex and multi-layered concept

✤ Multilayered annotation scheme

✤ Teams of annotators for applying the annotation on the datasets

✤ Crowdsourcing experiments for enlarging the datasets and collecting 
opinions of several people about what hate speech is

Manuela Sanguinetti, Fabio Poletto, Cristina Bosco, Viviana Patti, Marco 
Stranisci. An Italian Twitter Corpus of Hate Speech against Immigrants. In 
Proceedings of the 11th International Conference on Language Resources and 
Evaluation (LREC 2018), Miyazaki, Japan, May 7-12, 2018. 



Annotated corpora for SA

✤ Supervised text classification 

✤ Split: Training set, test set

✤ Training: text + labels (examples of correct classifications) → model 

✤ Finding patterns, regularities, features!

✤ Prediction: text + model → labeled text

✤ Testing the system with NEW examples: comparing the results with the data 
annotated by humans

✤ Corpora for sentiment analysis are currently used for testing systems for sentiment analysis:
✤ the corpus without annotation is given to be processed and annotated by the system 

that must be tested
✤ then the result produced by the system (the annotated corpus) is compared with the 

annotated corpus



Test set, training set



Evaluation and error analysis

✤ Sentiment analysis systems can make mistakes:

✤ to recognise an opinion which is not expressed (“false positives”)

✤ to not recognize  an opinion present in the text (“false negative”)

✤ to assign a wrong polarity to an opinion (e.g. in presence of figurative language this is 

frequent)

✤ to not understand what/who is the opinion’s target

✤ Error analysis!

 

 


