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1 Cointegration in a VAR: the bivariate case

To introduce cointegration analysis in a multivariate framework and the re-

lated vector error correction ( ) form, we start from a simple bivariate

example (following Engle and Granger, Econometrica, 1987). Consider two

(1) variables,  and , generated by the following model:

 −   = 1 1 =  1−1 + 1 (1)

  +  = 1 −1 + 2 −1 + 2 2 = 2−1 + 2 (2)

where 1 and 2 are white noise processes. Imposing |  | 1 makes the

two variables cointegrated of order (1,1) since equation (1) describes a sta-

tionary linear combination of  and  with cointegrating vector (1, −). By
differencing and substituting for 1 into (1)

1 the following reduced form is

obtained, where a term in the levels of the variables captures the tendency

of the system to “correct” any deviation from the long-run, cointegrating

1Differencing (1) we obtain on the right-hand side

∆1 = (− 1) 1−1 + 1

and, lagging (1) by one period:

∆1 = (− 1) (−1 −  −1) + 1
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relationship:

∆ = − 1− 

1 + 
(−1 − −1) +

1

1 + 
∆−1 +

2

1 + 
∆−1

+
1

1 + 
(1 + 2)

∆ = 
1− 

1 + 
(−1 − −1) +

1

1 + 
∆−1 +

2

1 + 
∆−1

+
1

1 + 
(2 − 1)

The existence of this error-correction representation of the system in (1)

and (2) crucially depends on the magnitude of : if  = 1,  and  are

not cointegrated and the error-correction terms vanish (the reduced form is

simply a  (1) for the variables expressed in differenced form). In matrix

notation we have:µ
∆
∆

¶
= Π

µ
−1
−1

¶
+ Γ

µ
∆−1
∆−1

¶
+

µ
1
2

¶
The correspondence between the existence of a cointegrating vectors and

an error-correction representation of the bivariate system (one proposition

of the “Granger representation theorem”) is the basis of the simple two-step

Engle-Granger estimation procedure, whereby the long-run equilibrium and

the short-run dynamics are modelled sequentially. In the first step, after pre-

testing the variables entering the cointegrating relation in order to ensure

that they are of the same order of integration, an estimate of the cointe-

grating vector is obtained by means of a static OLS regression. Under the

hypothesis of cointegration, such regression with the variables in levels yields

superconsistent estimates of the cointegrating vector, with the parameters

rapidly converging to their true values (Stock, Econometrica, 1987). The in-

tuition behind this result is that, since in general a linear combination of (1)

variables is also (1), almost all vectors obtained in static levels regressions

will yield a residual series with asymptotically infinite variance. The excep-

tion will be any cointegrating vector. Since OLS estimation minimizes the

residual variance, the estimated vector derived from a static OLS regression

should yield a very good approximation to a true cointegrating vector, if it

exists. In the second step of the procedure, the residuals from the cointegrat-

ing regression are used as an error-correction term in a dynamic model for the

differenced variables in order to model the short-run adjustment dynamics.

However, when more than two variables are involved in the analysis, mul-

tiple cointegrating vectors may exist; in this case, the first-step Engle-Granger
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static equation yields an (obviously stationary) linear combination of the

cointegrating vectors with no means to separate them. Appropriate tools to

address the issue of multiple cointegrating vectors are needed.

2 Cointegration in a VAR: the multivariate

case

To illustrate the case of multiple cointegrating vectors (analysed by Johansen,

Journal of Economics Dynamics and Control 1988, Econometrica 1991), con-

sider the VAR process for y, a vector of  non-stationary ((1)) variables

(with only two lags for simplicity):

y = δ +A1y−1 +A2y−2 + u

(where δ is a vector of constant terms) rewritten as a reduced-form error-

correction model as follows

∆y = δ + (A1 +A2 − I)y−1 −A2∆y−1 + u
⇒ ∆y = δ +Πy−1 + Γ∆y−1 + u (3)

The elements of matrixΠ contain the long-run relations among the levels

of the variables in y (obtained by setting ∆y = ∆y−1 = 0 and u = 0).

Each row of Π defines a linear combination of the elements in y that, if

stationary, represents a valid long-run relation (i.e. a cointegrating vector).

With   2 variables in y there may exist more than one cointegrating vector

capturing the long-run behaviour of the data. The number of linearly inde-

pendent rows of Π (the rank of Π) yields the number of valid cointegrating

vectors, that is the number of distinct stationary linear combinations of the

 non-stationary variables.

Various cases can arise:

• if rank(Π) = 0⇒ Π = 0 and no cointegrating vector exist; there are 

stochastic trends in the system, each driving one of the (1) variables

in y. The stationary form of the system is in first differences of all

variables, with no term in levels.

• if rank(Π) =  (full rank)⇒ there is a set of  independent restrictions

on the long-run values of the elements in y. To derive the long-run
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solution, setting ∆y = ∆y−1 = 0 and u = 0, we get

111−1 + 122−1 + + 1−1 = −1
211−1 + 222−1 + + 2−1 = −2

  

11−1 + 22−1 + + −1 = −
IfΠ is of full rank this system admits a solution for the long-run values

of 1, 2, ... , that we call ̄1, ̄2, ... ̄. In matrix terms:

ȳ = −Π−1δ

Vactor ȳ captures the unconditional mean of the -dimensional stochastic

process {y}: (y) = ȳ. Then , all variables are stationary and no

stochastic trend is present in the system.

• if rank(Π) =    ⇒ there are  cointegrating vectors (capturing the

only  linear combinations of the variables in y that are stationary) and

the number of common stochastic trends in the system is  − .2 In

this case the correct representation of the system is the vector error-

correction mechanism ( ) in (3), including the term in the

2(To clarify this point) Example for  = 3 and  = 2. Consider 3 non-stationary

variables generated by random walk plus noise processes:

 =  +  with  = 1 2 3

where  ( = 1 2 3) are the stochastic trends and  ( = 1 2 3) are independent (0)

processes. If there exist two cointegrating vectors among the three variables ( = 2), then

the coefficients of each vector eliminate the linear combination of the stochastic trends

in the  variables. Denoting with 1 and 2 ( = 1 2 3) the coefficients of the two

cointegrating vectors, we have:

11
1
 + 21

2
 + 31

3
 = 0

12
1
 + 22

2
 + 32

3
 = 0

It is possible to express two stochastic trends in terms of the third, for example as:

1 =
2132 − 3122
1122 − 2112

3

2 =
3112 − 1132
1122 − 2112

3

Therefore, in the 3-variable system, there exist only 1 stochastic trend (for example, 3 )

which is common to all 3 non-stationary variables (1 and 2 being simply proportional

to 3 ).
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levels of the variables. If the × matrix Π has reduced rank (  ),

it can be written as the product of two  ×  matrices, α and β, as

follows:

Π = α|{z}
×

β0|{z}
×

= (α1  α)

⎛⎝ β01


β0

⎞⎠
where α and β ( = 1 ) denote the columns of α and β respec-

tively. Matrix β contains the cointegrating vectors (one in each col-

umn), whereas matrix α contains the weights (loadings) with which

each cointegrating vector enters the  equations in the VAR. Since

β0y−1 represents the deviations of the variables from the set of  long-
run equilibrium relations, the coefficients in α measure the adjustment

of ∆y to the system’s long-run equilibrium. As an example, consider

a system of  = 4 non-stationary variables with  = 2 cointegrating

vectors. In the   representation of the system the term in levels,

Πy−1 is expressed as

Πy−1 =

⎛⎜⎜⎝
11 12
21 22
31 32
41 42

⎞⎟⎟⎠µ 11 21 31 41
12 22 32 42

¶⎛⎜⎜⎝
1−1
2−1
3−1
4−1

⎞⎟⎟⎠

=

⎛⎜⎜⎝
11
21
31
41

⎞⎟⎟⎠ β
0
1 y−1 +

⎛⎜⎜⎝
12
22
32
42

⎞⎟⎟⎠ β
0
2 y−1

whereby the previous period deviation of the variables from the first

(second) long-run equilibrium relation, given by the first (second) coin-

tegrating vector, enters the equations of the   with weights given

by the elements of the first (second) column of α.

3 A note on cointegration tests

When more than two variables are involved in the analysis, the possibili-

ty arises of multiple cointegrating vectors. In this case, the Engle-Granger

estimation procedure is not appropriate anymore, since a static cointegrat-

ing regression would yield a linear combination of all the valid cointegrating
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vectors. To test for the existence and number of cointegrating vectors, the

Johansen (maximum likelihood) procedure is usually employed.

The Johansen approach tests hypotheses on the rank of Π, which corre-

sponds to the number of cointegrating vectors in the system. The Johansen

test exploits the fact that, if there is cointegration and therefore Π has not

full rank, then

det(Π) = 1 2  = 0

where the  are the  eigenvalues (characteristic roots) ofΠ, and the number

of valid cointegrating vectors is equal to the number of non-zero eigenvalues.3

The statistics proposed by Johansen (so called  and ) test for

the number of eigenvalues  that are significantly different from zero (with

slightly different null and alternative hypotheses):

 = −
X

=+1

ln (1− ̂) with 0 :  ≤  and  :   

 = − ln (1− ̂) with 0 :  =  − 1 and  :  = 

The Johansen’s maximum-likelihood procedure leads also to estimation of the

elements of Π with the reduced rank restriction imposed (i.e. imposing that

Π has a rank equal to the number of valid cointegrating vectors detected by

the  and  tests); note that, since the reduced rank of Π implies

cross-equation restrictions on the VAR system, OLS estimation (equation by

equation) is not implementable here, and a system procedure is needed. The

estimated (× ) matrix Π is then expressed as

Π = αβ0

where α and β are ×  matrices.

However, the estimated coefficients of β and α delivered by the Jo-

hansen’s procedure suffer from a fundamental identification problem: they

3The eigenvalues (characteristic roots) of Π are scalars  such that

Πx = x (*)

where x is a non-null vector. (*) can be rewritten as

(Π−  I)x = 0

where I is the identity matrix. Since x 6= 0, the matrix Π−  I must not be of full rank

(its rows must be linearly dependent), implying that

det (Π−  I) = 0

The characteristic roots of Π are the values  that satisfy this (polynomial) equation.
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are obtained from the estimated reduced rank Π by imposing an arbitrary

normalization which rules out an immediate economic interpretation for

the estimated cointegrating vectors. To see this point note that for any

non-singular  ×  matrix Θ we can express the same long-run matrix Π as

Π = (αΘ)
¡
Θ−1β0

¢
The cointegrating vectors yielded by the Johansen procedure might then be

linear combinations (obviously stationary) of the  valid cointegrating vectors

of economic interest. In order to identify the long-run economic relationships

of interest, structural long-run hypotheses must be imposed and tested on

the elements of β.

The idea of the test is that only  linear combinations of the variables

are stationary (i.e. the valid cointegrating vectors), whereas all different

combinations are non-stationary. If the imposed restrictions on the elements

of β define linear combinations of the variables that are “very far” from

the stationary ones, then the number of estimated cointegrating vectors (i.e.

non-zero eigenvalues) of the restricted system should be reduced. In this

case, a test comparing the eigenvalues of the unrestricted and restricted sys-

tems should reject the long-run restrictions. The opposite occurs when the

imposed restrictions are not binding.

4 An example of cointegrated VAR: Cochrane

(1994)

Cochrane (1994) studies the dynamic effects and relative importance of per-

manent and transitory components in the behaviour of some macroeconomic

(GNP and aggregate consumption) and financial (stock prices and dividends)

series using a bivariate cointegrated VAR.

Focusing on the GNP-consumption case, a bivariate VAR system with

two lags of the rates of change of consumption and GNP (∆ and ∆) can

be specified as (costant terms omitted):µ
∆
∆

¶
=

µ
11 12
21 22

¶µ
−1
−1

¶
+Γ1

µ
∆−1
∆−1

¶
+Γ2

µ
∆−2
∆−2

¶
+

µ





¶
where  and  are the logs of consumption and GNP, both (1) series, and 
and 


 are the (reduced form)   innovations in consumption and GNP

respectively. Cointegration between  and  with cointegrating vector (1−1)
(given the strong evidence of stationarity of the consumption/GNP ratio) is
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imposed on the system, yielding the following   model to be estimated:µ
∆
∆

¶
=

µ




¶
(−1 − −1)+Γ1

µ
∆−1
∆−1

¶
+Γ2

µ
∆−2
∆−2

¶
+

µ





¶
Estimation of this system (Table I in the paper) yields ̂ = 008 (-stat.

= 345) pointing to the importance of lagged consumption/GDP ratio in pre-

dicting future GNP movements, whereas ̂ is not statistically significantly

different from zero. Moreover, consumption is nearly a random walk.

Impulse response functions (Figure I) are derived after imposing the

following recursive (Choleski) identification scheme:

 = 



 =   + 




where  and  are “structural disturbances”. Within this framework, a

disturbance 

 that affects  without changing  contemporaneously has no

long-run effect on  (since, for a random walk, the contemporaneous response

to a shock is the long-run response as well); and, given cointegration between

 and , it has no long-run effect on . Therefore, the economic interpretation

of 

 is that of a transitory shock, with no long-run effect on GNP and

consumption. On the other hand,  has contemporaneous effects on  and

 and also long-run effects on both variables; its interpretation is then that

of a permanent shock, driving GNP and consumption in the long-run.

This identification scheme has a rationale within the theoretical frame-

work of the “permanent income model” of consumption (with rational expec-

tations), according to which consumption should follow a random walk and

should be cointegrated with income. A simple formalization of this idea that

generates a version (with no lags) of the VAR system estimated by Cochrane

is given by the following three equations:

 =  +   =  −1 +  (0    1) (4)

 = −1 + +  (5)

 =  (6)

Equation (4) defines observed GNP as the sum of two components: the

unobserved “permanent income” component ( ) and a stationary (1)

process (), interpreted as “transitory income”;  is a white noise innovation

to transitory income. Permanent income in (5) is generated by a random

walk (with drift ) plus noise stochastic process, where  is a white noise

uncorrelated with . Finally, according to (6), consumption is equal to
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permanent income and is not affected by the transitory component of GNP.4

First, note that in this model consumption and income are cointegrated with

cointegrating vector (1−1) since  −  = − with  ∼ (0). Therefore, a

  representation exists and may be derived by taking first differences

of (4)-(6) and using the fact that ∆−1 = (1 − )(−1 − −1) + . The

following cointegrated VAR system is obtainedµ
∆
∆

¶
=

µ




¶
+

µ
0

1− 

¶
(−1 − −1) +

µ





¶
where the innovations are given by:

 = 



 =  + 

Therefore, the model above generates a recursive structure in the relation

between the VAR innovations and the structural disturbances  and : the

innovation in consumption growth captures only disturbances to permanent

income, that also affect contemporaneously the GNP growth rate, whereas

transitory income shocks have a contemporaneous impact only on ∆.

After this identification is imposed, innovation accounting is carried out

with some notable results:

• the long-run responses of  and  to the two structural disturbances are

the same. Intuitively, since the consumption/GNP ratio is stationary,

in the long-run the two variables have to show the same response to

any shock to restore the ratio. This point can be proved formally using

a simplified version of Cochrane’s   (no constant terms and no

lags), in which  follows a random walk exactly, i.e.

∆ = 

∆ =  (−1 − −1) + 



4It can be shown that a standard version of the “permanent income model” implies

that consumption is set in each period  at the level given by income expected in the

long-run (less deterministic growth), that is

 = lim
→∞

( + − ) (*)

Using (4) and (5) above we have

 + =  

+ + +| {z }

0

=  + 

which, substituted into (*), yields

 = 

as in (6).
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Subtracting the second equation from the first we get

∆ −∆ = − (−1 − −1) + (

 − 


 )

⇒  −  = (1− ) (−1 − −1) + (

 − 


 )

which is a (stationary) (1) process for  − . To derive the 

(vector moving average) representation for∆ and∆ we first express

−  as

[1− (1− )] ( − ) =  − 



⇒  −  =
1

1− (1− )
( − 


 )

and then substitute it into the equation for ∆, obtaining

∆ = 

1

1− (1− )
 ( − 


 ) + 




=


1− (1− )
 +

µ
1− 

1− (1− )


¶




The (∞) representation of the bivariate system is thenµ
∆
∆

¶
=

µ
1 0


1−(1−)  1− 

1−(1−) 

¶ µ





¶
The long-run response of  and  to the two innovations is found simply

by taking  = 1: µ
∆

∆

¶
=

µ
1 0

1 0

¶ µ




¶
showing the same long-run responses.

• the transitory component of GNP is quantitatively important (account-
ing for 70% of the long-run forecast error variance of GNP growth).
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Exercise.

Consider the following alternative “permanent income” model in which:

(i) permanent income  is directly observable (by assumption);

(ii) consumption adjusts gradually to permanent income.

Formally, the model is:

 =  +  with  =  −1 +  (0    1)

 = −1 + + 

where  and  are uncorrelated.

1. Find the cointegrated   representation of the system formed by

∆ and ∆ ;

2. find the (recursive) identification scheme appropriate to recover the

impulse response functions of  and  to permanent and transitory

disturbances.
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Answer.

1. First differencing and using the process for  we get:

∆ = ∆ +∆

= ∆ + (− 1) −1 + 

= ∆ + (− 1) (−1 − −1) + 

and the   form isµ
∆
∆

¶
=

µ




¶
+

µ −(1− )

0

¶ ¡
−1 − −1

¢
+

µ







¶
with  =  +  and 



 = .

2. The appropriate recursive structure to achieve identification of the

permanent and transitory shocks is:




 = 

 =  + 

implying an ordering of the variables in the   with ∆ first and

∆ second. Now, the shock to permanent income  affects consump-

tion contemporaneously, whereas , affecting only consumption and

not  , is due to deviations from the long-run (cointegrating) relation

with permanent income and has a purely transitory nature. In this al-

ternative model, consumption is the series which contains a transitory

component and therefore adjusts to the long-run equilibrium relation

with permanent income (in fact, the cointegrating vector enters the

equation for ∆ only).
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Appendix: The problem of multiple long-run

relations

The modelling of many economic relationships involves specification and hy-

pothesis testing on both the long-run links among the variables under study

(interpreted as “equilibrium” relations) and the specification of the short-

run dynamics (interpreted as the “adjustment” process towards the long-run

equilibrium). Often, the empirical analysis is carried out using either a single-

equation approach, focusing on the explanation of a variable  in terms of

a set of determinants x, or a multivariate system approach, in which  and

the variables in x are jointly modelled.

Taking the first route, the (general-to-specific) modelling strategy starts

with an unrestricted dynamic model of  in terms of its own lags and current

and lagged values of the variables in x; such general model is then reduced

by testing a series of restrictions on coefficients (e.g. exclusion restrictions or

difference restrictions). From the resulting final form of the dynamic model

(usually including variables in first and higher-order differences and in lev-

els) a long-run solution can be computed and interpreted as the equilibrium

relationship among the variables. Deviations from this equilibrium can enter

the equation as an important element of the short-run adjustment dynamics

(the error-correction term).

This approach may run into various problems due to:

• the presence of simultaneity between the dependent variable  and
(some of) the regressors in x; this problem may be solved by means of

instrumental variable estimation techniques, applying formal tests for

checking the validity of the instrument set;

• existence of multiple long-run relations among the variables under
analysis ( and the ’s). If this is the case, the long-run solution derived

from the single-equation estimate cannot bear the interpretation of

an equilibrium relation, being a combination of the multiple long-run

relations linking the variables.

A multivariate approach, treating all relevant variables as potentially

endogenous and directly addressing the issue of the existence of multiple long-

run equilibrium relations may be a more effective modelling strategy. The

following example, focused on the modelling of a money demand relation,

illustrates this point.

13



An example: modelling money demand

When an economic behavioural function (e.g. money demand) is part of a

larger system of equations involving the variables of interest (e.g. money

balances, income, interest rates, inflation, all assumed to be non-stationary,

(1), series in the sample available for estimation), the possibility arises of the

existence multiple long-run relations, empirically interpreted as cointegrating

vectors and capturing the equilibrium links among the whole set of variables.

In the context of money demand estimation, consider the following pair of

long-run relations:

−  =  

 =  

The first describes the long-run equilibrium relation between real money

balances and income (a scale variable) whereas the second captures a long-

run equilibrium relations between the return on an alternative (short-run)

asset () and the own-return on money (), the latter set by banks as a

mark-down on the former. Now let the short-run dynamics of all the variables

involved be determined by the following set of equations:

∆(− ) = 1∆(− )−1 − 2 [(− )− ]−1 + 3
¡
 − 

¢
−1 + 1

∆ = 1∆−1 + 2 [(− )− ]−1 + 2

∆
 = 1∆

−1 − 2
¡
 − 

¢
−1 + 3

∆
 = 1∆

−1 + 4

The assumption of () = 0 for  6=  rules out (for simplicity) the simul-

taneity issue. Estimation of a single equation for money balances (interpret-

ed as a money demand function) yields the following result, observationally

equivalent to the first equation of the system above:

∆(− ) = 1∆(− )−1 − 2 (− )−1 + 3−1 + 4

−1 − 5


−1 + 

from which the following long-run solution is derived:

−  =
3

2
 +

4

2
 − 5

2


and potentially misinterpreted as a long-run money demand function involv-

ing all variables. Carrying out cointegration tests within the four-variable

system would allow for detection and identification of the multiple cointegrat-

ing vectors, to be included in the specification of the short-run dynamic ad-

justment of all variables in the system to the estimated long-run equilibrium

relationships.
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