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Labor demand shocks

We switch from the supply to the demand side:

I How do local employment, wages or prices respond to shocks
in local labor demand? Are the effects transitory or persistent?

I At which margins do local labor markets adjust? Are
population movements the main adjustment mechanism?

I How are individual workers, and different groups of workers
affected by local demand shocks?

I In what sense are local labor markets “local”, and which
characteristics may hinder or foster the adjustment process?
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Classic applications

We start by considering two classic applications, which addressed
very similar questions:

I Bartik (1991), “Who Who Benefits from State and Local
Economic Development Policies?”, Upjohn Press

I Blanchard and Katz (1992), “Regional Evolutions.” Brookings
Papers on Economic Activity

While they agree on some of the basic mechanisms of local labor
markets adjustments, they disagree on whether local demand
shocks have persistent local effects (“hysteresis”).
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Bartik (1991)

Bartik (1991), “Who Who Benefits from State and Local Economic
Development Policies?”, Upjohn Press

Studies the response of U.S. local labor markets (MSAs) to local
demand shocks. Nice discussion of empirical strategy in Appendix:

I Measures size of demand shock by local employment growth
(motivated in Appendix 4.1)

I Alternatively, construct “Bartik instrument” to isolate variation
in employment growth due to industry-level demand shocks
(explained in Appendix 4.2)
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Bartik (1991)

Estimating equation

∆Ymt = µt + β0∆Emt + β1∆Emt−1 + ...+ β8∆Emt−8 + εmt

where ∆Ymt is change in outcome in region m at time t, µt are
time FEs, ∆Emt is employment growth, εmt is an error term,

I In some specifications, instruments for local employment
change ∆Emt with “Bartik instrument”

I Studies response in local unemployment rate, employment
rate, prices and real wages

I Uses both aggregate and micro data. What are the
advantages of each type of data? How does the
equation need to be changed for the use of microdata?
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Bartik (1991) Effects of Growth on Unemployment 91

Figure 4.1
Estimated Cumulative Effects of a 1 Percent Shock to Local Employment 

on Average Local Unemployment Rate, Using Aggregate Data
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.320
(.033)
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.173

(.033)
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.164

(.036)

3 years
.186

(.037)

4 years
.078

(.039)

5 years
.136

(.039)

Long-run 
effect =
6 years

.058
(.024)

NOTES: Standard errors of estimated cumulative effects are in parentheses. Bold line in figure 
shows best point estimate of cumulative effect of growth shock. Two dotted lines show two stan 
dard errors to either side of best point estimate; this interval has 95 percent probability of in 
cluding true effect. Reported estimates are for specification that minimizes AIC. Long-run effect 
in 8-lag specification is .054 (.026).

As mentioned in notes to chapter 4, the cumulative effect after the number of lags included 
in the optimal AIC specification is an implied long-run effect. Minimizing the AIC after k lags 
implies no significant change thereafter. The figures here only carry this long-run effect out to 
eight years after the shock, as the empirical work never tested whether this long-run effect might 
decay after eight years. For comparison, the notes at the bottom of each table also report the 
estimated long-run effect in a specification with eight lagged employment variables. These long- 
run effects, as one would expect, are always quite similar to the optimal AIC long-run effects.
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Bartik (1991)92 Effects of Growth on Unemployment

Figure 4.2
Estimated Cumulative Effects of a 1 Percent Shock
to Local Employment on Local Employment Rate,

Using Micro Data
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NOTES: Standard errors of estimated cumulative effects are in parentheses. Bold line in figure 
shows best point estimate of cumulative effect of growth shock. Two dotted lines show two stan 
dard errors to either side of best point estimate; this interval has 95 percent probability of in 
cluding true effect. Reported estimates are for specification that minimizes AIC. Long-run effect 
in 8-lag specification is .064 (.030).
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Bartik (1991) bÑÑÉÅíë=çå=e çì ëáåÖ=~åÇ=l íÜÉê=mêáÅÉë= NOR

Figure 5.1
Estimates of the Cumulative Percentage Effects of a 1 Percent

Once-and-for-AH Local Employment Shock
on the MSA Shelter Price Index
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Bartik (1991) bÑÑÉÅíë=çå=oÉ~ä=t ~ÖÉë= NQV

Figure 6.1
Percentage Effects of Demand-Induced 1 Percent Once-and-for-All 

Local Employment Shock on Real Wages, Micro Sample
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Bartik (1991)

Bartik (1991), main findings:

I Demand shocks have strong short-run impact on employment,
wages, prices

I Observes quick recovery of local labor markets
I However, finds persistent (small) effects in employment and

unemployment rates, prices
I For example, 1-percent employment change reduces area’s

long-run unemployment rate by 0.07 percent. (“hysteresis
effects” → p. 76 in book)
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Blanchard and Katz (1992)

Blanchard and Katz (1992), “Regional Evolutions.” Brookings
Papers on Economic Activity
Question:

I How do U.S. states adjust to adverse economic shocks – more
specifically, local demand shocks?

I Considers joint movement of employment, unemployment,
wages and prices

Empirical approach:

I Vector auto-regressions (VAR) on state-year level
I Assume that most of transitory variation in employment are

caused by shifts in labor demand (not shifts in labor supply)
I Alternatively, construct observable demand shocks (defense

spending or Bartik instrument)
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Blanchard and Katz (1992)

Estimate vector auto-regressions (VAR) on state-year level

∆eit = αi10 + αi11(L)∆ei ,t−1 + αi12(L)lei ,t−1 + αi13(L)lpi ,t−1 + εiet

leit = αi20 + αi21(L)∆eit + αi22(L)lei ,t−1 + αi23(L)lpi ,t−1 + εiut

lpit = αi30 + αi31(L)∆eit + α32(L)lei ,t−1 + αi33(L)lpi ,t−1 + εipt

where ∆ei is first difference of log employment in state i (as
deviation from U.S. aggregate employment), lei is log ratio of
employment to labor force, lpi is log ratio of labor force to
population
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Blanchard and Katz (1992)Olivier Jean Blanchard and Lawrence F. Katz 33 

Figure 7. Response of Employment, Unemployment, and Labor Force Participation 
to an Employment Shock 
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Source: Authors' calculations based on the system of equations described in the text, using data described in the 
appendix. All 51 states are used in the estimation. The shock is a - I percent shock to employment. Bands of one 
standard error are shown around each line. 

interpretation Of E,e as an innovation to labor demand reflect the identifi- 
cation assumption discussed earlier, namely that unexpected move- 
ments in employment within the year primarily reflect movements in la- 
bor demand. Under this assumption, tracing the effects of Eie gives us 
the dynamic effects of an innovation in labor demand on employment, 
unemployment, and the labor force. We now report these impulse re- 
sponses. 

While some differences across various state groupings exist (to which 
we return below), responses are largely similar. The responses of the un- 
employment rate, the participation rate, and log employment to an ad- 
verse shock-a negative unit shock to log relative employment-using 
all 51 states are plotted in figure 7. In the first year, a decrease in employ- 
ment of 1 percent is reflected in an increase in the unemployment rate of 
0.32 percentage points and a decrease in the participation rate of 0.17 
percentage points. Over time, the effect on employment builds up, to 
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Blanchard and Katz (1992)
40 Brookings Papers on Economic Activity, 1:1992 

Figure 11. Response of Employment and Manufacturing Wages to an Employment 
Shock 
Effect of shock (percent) 
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Source: Authors' calculations using data described in the appendix. The shock is a - I percent shock to 
employment. Bands of one standard error are shown around each line. 

ment in state i at time t minus its national counterpart; wit is the differ- 
ence between the logarithm of average hourly earnings in manufacturing 
in state i at time t and its national counterpart. We use four lags for each 
of the variables and estimate the system over the period 1952-90. We 
leave out unemployment and participation, not on theoretical grounds, 
but because including them would reduce the size of the sample and in- 
troduce additional right-hand-side variables, leading to too few degrees 
of freedom. Figure 11 gives the joint response of employment and wages 
to a negative innovation in employment, from pooled estimation using 
all states and allowing for state fixed effects. The picture is clear. First, 
the employment response is close to those obtained earlier, with em- 
ployment decreasing to 1.7 times its initial response, to eventually pla- 
teau at - 1.2 percent. Wages decrease, reaching a minimum after six 
years and then returning to zero slowly over time. Putting together the 
results from figures 7 and 11, an initial negative shock of 1 percent to 
employment increases the unemployment rate by up to 0.37 percent af- 
ter two years and decreases wages by up to 0.4 percent after about six 
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Blanchard and Katz (1992)

Blanchard and Katz (1992) find similar short-run effects as Bartik
(1991), but much slower adjustment in local wages:

I Permanent effect on local employment
(growth recovers, but not levels)

I Temporary effect on unemployment rate
(recovery within half a decade)

I Semi-permanent effect on local wages
(recovery within a decade)

I Do not find evidence for “hysteresis effects”
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Blanchard and Katz (1992)

Blanchard and Katz (1992) argue that labor mobility is the main
mechanism underlying local adjustments:

“The conclusion favoring perfectly elastic long-run labor supply
is inevitable, given the behavior of the three variables. If employ-
ment in a state can change a great deal and tends to remain at
the new level, but unemployment and labor force participation
return to normal, then no other possible conclusion exists but
that the population has changed to accommodate the higher
employment.”
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Hysteresis effects

I Bartik (1991) finds evidence for “hysteresis effects” (persistent
local effects of short-run demand shocks) while Blanchard and
Katz (1992) do not (except in employment levels).

I The existence of hysteresis effects continues to be debated.
See for example “Recessions and Local Labor Market
Hysteresis” by Hershbein and Stuart (2020):

“We find that recession-induced declines in employment are per-
manent, suggesting that local areas experience permanent de-
clines in labor demand relative to less-affected areas. Pop-
ulation also falls, primarily due to reduced in-migration, but
by less than employment. As a result, recessions generate long-
lasting hysteresis: persistent decreases in the employment-
to-population ratio and earnings per capita.”
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VAR versus event studies

Another point of debate is whether the VAR method used by
Blanchard and Katz (1992) is reliable.
Two methodological issues:

1. Serial correlation in the demand shocks themselves
(Greenaway-McGrevy and Hood, 2016)

2. Finite sample bias in vector autoregressions. Hershbein and
Stuart (2020):

“We further show that finite sample bias in vector autoregres-
sions leads to artificial convergence, which can explain why some
previous work finds no evidence of hysteresis in employment
rates.”
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Greenaway-McGrevy and Hood (2016)
Greenaway-McGrevy and Hood (2016) compare the role of job
creation (forms moving in) vs. labor mobility (workers moving out)
in local recovery process

I Note that local demand shocks are serially correlated:
“If the structural shocks identified in the empirical model are

persistent—in the sense that the economic shock occurs over
several time periods—it is difficult to disentangle the increase
in employment due to the endogenous labor demand response
from the ongoing exogenous decrease in employment due
to the original downturn.”

I Evidence for serial correlation: employment falls for several
periods in IRFs of Blanchard and Katz (1992)

I Estimates by Blanchard and Katz (1992) then partly reflect
ongoing job destruction from original downturn (Jäger, Ruist
and Stuhler 2018, make similar argument in migration context)
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Greenaway-McGrevy and Hood (2016)
Without serial correlation:

With serial correlation:
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Greenaway-McGrevy and Hood (2016)

Greenaway-McGrevy and Hood (2016) consider similar data as
Blanchard and Katz (1992), but

I Use Bartik instrument to isolate labor demand shocks
I Parametrize serial dependence in demand shock

Main findings:

I Find only limited population response. Instead, local job
creation (i.e., a labor demand response on the firm side) is
main driver of local recoveries in the U.S.

I Find slower local recovery than Blanchard and Katz, extending
over more than 20 years.

I Because the migration response is limited and the labor
demand response is protracted, local policies and shocks can
have large and long-lasting effects on local residents
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Greenaway-McGrevy and Hood (2016)

10 R. Greenaway-McGrevy, K.K. Hood / Journal of Urban Economics 96 (2016) 1–16 
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Fig. 4. Responses to a serially dependent −1% labor demand shock using Bartik shift-shares. Error bands represent 90% confidence intervals. 
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Fig. 5. Responses to a serially uncorrelated −1% labor demand shock using Bartik shift shares. Error bands represent 90% confidence intervals. 
two-and-a-half times larger than the out-migration due to the la- 
bor supply response (2.5 ≈ 0.6 3  ÷0.24). Firms therefore contribute 
more to the recovery in the participation and unemployment rates 
than do workers. 

The impulse responses of the participation and employment 
rates are shown in Fig. 6  . About two-thirds of the labor demand 
shock is initially absorbed through a decrease in the participa- 
tion rate, and just less than a quarter is absorbed through a de- 
crease in the employment rate (equivalently, an increase in the 
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Do local shocks have persistent impacts?

Do transitory shocks have persistent local impacts?

I Blanchard and Katz (1992) find quick local recovery of
employment rate and wages, Greenaway and Hood (2016) find
slower adjustment. Bartik finds permanent local effects.

Many other literatures find persistent effect of area- or firm-level
shocks on individual outcomes. Examples:

I Impact of mass layoffs on worker-level outcomes
I Impact of trade on worker-level outcomes

(e.g. Autor, Dorn, Hanson and Song 2014)

We consider two specific shocks here:

1. Carrington (1996) on constructing Trans-Alaska pipeline
2. Yagan (2019) on the Great Recession
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Carrington (1996)

Carrington (1996) “The Alaskan Labor Market during the Pipeline
Era,” Journal of Political Economy

Background:

I After oil discovery, construction of Trans-Alaska Pipeline
System (TAPS) between 1975 and 1977

I Interpret TAPS as a major positive shock in local labor demand

Method:

I Simple differences over time (no control group)
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Carrington (1996)

Main findings:

I Large temporary positive effect on earnings, employment,
I Employment and population returned quickly to pre-97 trend

Interpretation:

I Local labor supply is quite elastic (both intensive and extensive
margin)

I No evidence of wage stickyness
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Carrington (1996)
 ALASKAN LABOR MARKET 199
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 FIG. 3.-Employment and earnings: all industries

 if we exclude federal employment. Yet while 1973-76 employment
 growth was enormous, so was the reduction in employment that oc-
 curred after the pipeline was finished in 1977. Employment shrank
 by more than 8.5 percent between 1976:3 and 1977:3, and by 1981
 Alaskan employment was very close to what would have been pre-
 dicted by the pre-1974 trend. Thus the employment effect of TAPS
 was largely short-term.2' Figure 4 presents a better illustration of the
 strong correlation between earnings and employment in the aggre-
 gate data. The figure graphs linearly detrended, seasonally adjusted
 employment against earnings. Figure 4 is obviously interpretable as
 a supply curve, and it indicates that short-run labor supply to Alaska
 was quite elastic along the extensive margin.

 While I shall shortly present a more formal test, figure 4 also pre-
 sents evidence on the nature of adjustment costs. The convex adjust-

 ment cost model predicts that employment should be high and wages
 low in the quarters immediately before and after TAPS. The triangles
 in figure 4 represent the data for 1973 (before TAPS) and 1978
 (after TAPS). There is little to suggest that these points lie off what
 is otherwise a traditional supply curve. This in turn suggests that
 there was little of the building in advance that is predicted by convex
 adjustment cost models. However, the smoothness of the within-
 TAPS employment series exhibited in figure 3 suggests that adjust-

 21 Employment took off again with the second oil price shock, but this was essentially
 a separate boom.

This content downloaded from 81.0.37.76 on Sun, 28 Oct 2018 18:45:25 UTC
All use subject to https://about.jstor.org/terms
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Carrington (1996)
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 percent in the summer of 1973 to roughly 50 percent in the summers
 of 1975 and 1976. One can decompose the 1973-76 change in em-
 ployment into the following three components:

 Aemp = emp A po+ ppA ep+ .( np) A pp 10

 which are the change in population, the change in employment/pop-
 ulation ratios, and the interaction of the changes, respectively.24 For
 Alaska in these years, these components account for 31 percent, 59
 percent, and 10 percent of the aggregate change, so that increased
 employment was met primarily by an increased employment/popula-
 tion ratio. To some extent, the increased employment/population ra-
 tio may result from a very high employment rate among new mi-
 grants. But employment growth was so rapid that the employment!
 population ratio of the pre-TAPS population must have risen by at
 least 5 percent even if every new migrant had a job.

 While the model of Section III included no role for unemployment,
 the effect of TAPS on Alaskan unemployment is of interest from
 other perspectives. Figure 6 graphs the time-series path of unemploy-
 ment for the state. We should note in advance that the data are not

 24 In this decomposition, emp is employment, pop is population, and both emp and
 pop are measured as of the summer of 1973; the changes are the differences between
 the summers of 1976 and 1973.
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Yagan (2019)

Yagan (2019), “Employment Hysteresis from the Great Recession”,
Journal of Political Economy

I Asks whether Great Recession caused long-term decline in
employment rate

I Studies labor market outcomes of workers over time,
distinguishing between those located in areas hit badly and
those in areas hit less badly by Great Recession

I Use longitudinal worker data to control for post-2007 sorting
on labor supply and pre-2007 sorting on human capital
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Yagan (2019)Figure 1: Persistent Employment Rate Declines after the Great Recession

A. Current U.S. Aggregate Minus November 2007 U.S. Aggregate
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B. Severely Shocked States Minus Mildly Shocked States
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Notes: Panel A plots the o�cial seasonally adjusted Bureau of Labor Statistics U.S. labor force statistics
from January 2007 through December 2015. The data are monthly and refer to the adult (16+) civilian non-
institutional population. The vertical black line denotes November 2007, the last month before the Great
Recession. For each outcome and month, the graph plots the current value minus the November 2007 value,
so each data point in these series denotes a percentage-point change relative to November 2007. See Online
Appendix Figure A.1 for age-adjusted versions and versions restricted to 25-54-year-olds. Panel B divides
U.S. states into severely (below-median) and mildly (above-median) shocked states based on 2007-2009 state-
level employment growth forecast errors in the autoregressive system of Blanchard and Katz (1992) estimated
on 1976-2007 Bureau of Labor Statistics Local Area Unemployment Statistics (LAUS) state-year labor force
statistics. For each outcome and year, the graph uses LAUS to plot the unweighted mean in severely shocked
states, minus the same mean in mildly shocked states. Each series is demeaned relative to its pre-2008 mean.
See Online Appendices A and B for more details.
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Yagan (2019)
Figure 2: Great Recession Local Adjustment in Comparison to History

A. Employment Rate Convergence
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Notes: Panel A divides states into severely (below-median) and mildly (above-median) shocked states based on
the sum of 2008 and 2009 employment growth forecast errors as described in Figure 1B and repeats the process
for the early-1980s recessions (1980-1982, treated as a single recession) and the early-1990s (1990-1991) recession.
Then for each recession and year relative to the recession, it plots the unweighted mean LAUS employment rate
in severely shocked states, minus the same mean in mildly shocked states. Each series is demeaned relative to its
pre-recession mean. For comparability across recessions, year 0 denotes the last recession year (1982, 1991, or
2009) while year �1 denotes the last pre-recession year (1979, 1989, or 2007); intervening years are not plotted.
Appendix Figure A.5 plots analogous graphs for labor force participation, unemployment, employment growth,
and population growth. Not shown, the post-2001-recession experience exhibited incomplete convergence before
being interrupted by positively correlated 2007-2009 shocks. Panel B uses LAUS data to plot de-trended 2007-
2014 population changes—equal to each state’s 2007-2014 percent change in population minus its 2000-2007
percent change in population—versus the state’s 2007-2009 employment shock. Overlaid is the unweighted
best-fit line with a slope of 1.016 (robust standard error of 0.260). The dotted lines of Panel C plot Blanchard-
Katz (1992) history-based predictions for state-level responses to a �1% 2007-2009 state-level employment
shock, based on feeding the 1976-1990-estimated Blanchard-Katz system a �.41% employment shock followed
by a �.59% employment shock. The solid lines plot mean actual state-level responses based on reduced-form
regressions of 2008-2014 state-level outcomes on 2007-2009 state-level shocks. See Online Appendix B for more
details.
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Yagan (2019)

Estimate worker-level event study

yi2015 = βSHOCKc(i2007) + θg(i2006) + εi2015

where yi2015 is some outcome in year 2015, SHOCKC(i2007) is the
“recession shock” to individual i living in area c in 2007, θg(i2006)
are fixed effects for groups g based on 2006 characteristics

I Argues SHOCKc(i2007) is one-time shock in labor demand (not
serially correlated local shocks as in Greenaway et al 2017)

I β is the causal effect of Great Recession local shocks and their
underlying causes on individual outcomes in 2015
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Yagan (2019)

Why consider individual- instead of area-level outcomes?

I Area-level evidence may reflect post-2007 sorting of workers
I Can control for 2006 age-earnings-industry fixed effects

Extensions:

I Event-study design with different coefficients for each period
I Main, retail chain and mass layoff samples
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Yagan (2019)Figure 4: Employment and Earnings Impacts of Great Recession Local Shocks

A. Employment Impact of Great Recession Local Shocks
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Notes: Panel A plots regression estimates of the e↵ect of Great Recession local shocks on relative employment
controlling for 2006 age-earnings-industry fixed e↵ects in the main sample. Each year t’s outcome is year-
t relative employment: the individual’s year-t employment (indicator for any employment in t) minus the
individual’s mean 1999-2006 employment. 95% confidence intervals are plotted around estimates, clustering on
2007 state. For reference, the 2015 data point (the paper’s main estimate) implies that a 1-percentage-point
higher Great Recession local shock caused individuals to be 0.393 percentage points less likely to be employed
in 2015. Panel B non-parametrically depicts the relationship underlying the main estimate. It is produced
by regressing Great Recession local shocks on 2006 age-earnings-industry fixed e↵ects, computing residuals,
adding back the mean shock level for interpretation, and plotting means of 2015 relative employment within
twenty equal-sized bins of the shock residuals. Overlaid is the best-fit line, whose slope equals �0.393. Panel C
replicates Panel A for the outcome of relative earnings: the individual’s year-t earnings minus the individual’s
mean 1999-2006 earnings.
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Yagan (2019)

Main findings

I Local and individual employment rates do not recover from
local impact of Great recession (“hysteresis”)

I Area-level conditions have large and persistent effects on
individual employment outcomes

Implications

1. “Naive extrapolation” of local-shock-based estimate to the
national level would suggest that the Great Recession caused
more than half of the 2007-2015 decline in U.S. employment

2. Unemployment rate (as considered in matching models) is not
a reliable indicator for economic recovery. Consider labor force
participation.
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Monte, Redding and Rossi-Hansberg (2018)

Impact of local demand shock will depend on the elasticity of local
labor supply (see model by Moretti, 2011)

I Monte, Redding and Rossi-Hansberg (2018) argue that this
elasticity – and therefore the impact of local demand shocks –
depends on the “openness” of a local labor market.

I Consider a quantitative general equilibrium model with spatial
linkages in goods markets (trade) and factor markets
(commuting and migration)

I Match model to observed “gravity” relationships for trade and
commuting → commuting more sensitive to distance

I Find that elasticity of local employment with respect to
productivity shock ranges from 0.5 to 2.5, which is mostly
explained by variation in commuting links
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Commuter share is increasing over time
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Figure 1: Kernel densities of the share of residents that work in the county where they live

infrastructure improvements can disproportionately a§ect commuting between counties within CZs. As a

preliminary illustration of the size and heterogeneity of these commuting interactions between counties,

Figure 1 displays kernel densities of the share of residents that work in the same county where they live (the

ìresidence own commuting shareî). In 1960, when the interstate highway system had only recently begun

to be constructed, U.S. counties were relatively closed, as shown by the concentration of density at high

values, with the median own commuting share equal to 91 percent. Forty years later, the picture is rather

di§erent, as shown by the marked shift in density towards lower values, with a median own commuting

share equal to 69 percent.3 More generally, the substantial heterogeneity in own commuting shares, evident

in Figure 1, already suggests that counties are likely to di§er substantially in the extent to which labor

market shocks and policies spill over across their boundaries.

We show that our results are robust both theoretically and empirically. From a theoretical perspective,

we show that heterogeneous local employment elasticities are not speciÖc to our theoretical model, but

rather are a more generic prediction of an entire class of theoretical models consistent with a gravity

equation for commuting áows. From an empirical perspective, we show that we continue to Önd substantial

heterogeneity in these local employment elasticities when we incorporate the variable land supply elasticities

from Saiz (2010). Introducing this second source of heterogeneity generates more variation in local resident

elasticities but does not reduce the variation in local employment elasticities. This pattern of results is

intuitive. The housing supply elasticity matters less for employment than for residents, because commuting

allows individuals to work in locations with inelastic housing supplies without actually having to live there

and pay the resulting high land prices. Therefore, a high productivity location with an inelastic housing

supply can increase employment through commuting without requiring substantial changes in the number

of residents. An important policy implication is that improvements in commuting technologies provide

an alternative to the relaxation of housing supply elasticities in facilitating the allocation of workers to

3 In Figure 1, we measure commuting using the share of residents that work in the same county where they live. We show
below that this measure is model consistent and it is the only measure available at the county level over the entire 1960-2000
period. The distributions for each decade shown in Figure 1 are statistically signiÖcantly di§erent from those in the decade
immediately before using a Kolomogorov-Smirnov test. These shifts in the distribution over time are also apparent if we
weight counties by residents or use CZs instead of counties (as shown in Section B.6 of the web appendix).

3
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Employment & population response to 5% prod. shock
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Figure 2: Kernel density for the distribution of employment and residents elasticities in response to a
productivity shock across counties

4 Local Employment Elasticities

To provide evidence on local employment elasticities, we compute 3,111 counterfactual exercises where

we shock each county with a 5 percent productivity shock (holding productivity in all other counties and

holding all other exogenous variables constant).26 Figure 2 shows the estimated kernel density for the

distribution of the general equilibrium elasticity of employment with respect to the productivity shock

across these treated counties (solid blue line). We also show the 95 percent conÖdence intervals around this

estimated kernel density (gray shading). The mean estimated local employment elasticity of around 1.52

is greater than one because of home market e§ects and commuting. Around this mean, we Önd substantial

heterogeneity in the predicted e§ects of the productivity shock, which vary from close to 0.5 to almost

2.5. This variation is surprisingly large. It implies that taking a local employment elasticity estimated

for one group of counties and applying that elasticity to another group of counties can lead to substantial

discrepancies between the true and predicted impacts of a productivity shock.

To provide a point of comparison, Figure 2 also includes the general equilibrium elasticity of residents

in a county with respect to the same 5 percent productivity shock in that county (again holding other

parameters constant). Again we show the estimated kernel density across the 3,111 treated counties

(dashed red line) and the 95 percent conÖdence intervals (gray shading). We Önd substantial di§erences

between the employment and residents elasticities, with the residents elasticity having less dispersion and

ranging from around 0.2 to 1.2. Since employment and residents can only di§er through commuting, this

by itself suggests that the heterogeneity in the local employment elasticity is largely driven by commuting

26We have experimented with shocks of 1% and 10% as well, with essentially unchanged results.

15

I Larger heterogeneity in employment than resident elasticity
driven by commuting links
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Monte, Redding and Rossi-Hansberg : Findings

Main findings from Monte, Redding and Rossi-Hansberg (2018):

I Employment and population response to local shocks varies
substantially across counties, because they have different
trade, migration and commuting links

I These links are not well approximated by area and size, but
can be proxied by the commuting share

I Model-based implications confirmed in quasi-experimental
evidence: Large plant openings have larger employment effect
in counties with higher commuting share
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Local labor markets

Local labor markets are typically defined based on geographic
proximity

I e.g. “Commuting zones”: local administrative units connected
by high commuter flow

I Assumed to be identical for each worker

Two interesting recent contributions::

I Manning and Petrongolo (2017) ask “How local are labor
markets?”: estimate cost of distance in job search in UK

I Nimczik (2023) considers more flexible, “data-driven” labor
markets
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Manning and Petrongolo (2017)
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Manning and Petrongolo (2017) 2903MANNING AND PETRONGOLO: HOW LOCAL ARE LABOR MARKETS?VOL. 107 NO. 10

in our sample, and obtain the spatial distribution of the change in the unemployment 
out!ow. Figure 4 reports the geographic distribution of treatment, averaged across 
all wards, and the ninetieth percentile in this distribution is roughly 31 km, thus very 
close to the ninetieth percentile of treatment in the Stratford example.

The de"nition above of treatment areas requires rich information on the distribu-
tion of unemployment and vacancies and the nature of local spillovers, as summa-
rized in our structural model, and a practical issue is whether more easily available 
data like the distribution of commutes could help de"ne treatment areas. Indeed, 
ripple effects imply that treatment effects generally extend to distances beyond typ-
ical commutes. While the median commute is 6 km, one-half of the treatment effect 
of policy is only produced within 14 km; thus, the median treatment distance is 
about 2.5 times the median commute, implying that treatment areas need to be some 
multiple of typical commuting distances.

B. Reduction in Transportation Costs

We next assess the importance of transportation costs by simulating the effect of a 
sizable reduction in the cost of distance between a high-unemployment area and an 
area with relatively high supply of jobs. The idea is to evaluate whether an improved 
transport link can effectively reduce the degree of spatial mismatch between work-
ers and jobs. We pick Stratford and Heathrow as the high- and low-unemployment 
areas, respectively.20 The Heathrow Villages ward is located in West London, and 

20 In February 2005, the ratio between registered unemployment and Jobcentre vacancies was 1.35 in Stratford 
and 0.17 in Heathrow. 
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Figure 4. The Spatial Distribution of Local Policy Impact on the Unemployment Outflow

Notes: The CDF of treatment represents the percentage of the total increase in the unemployment out!ow produced 
within a given distance from the source of a local labor demand shock. The underlying shock is a doubling in the 
number of local vacancies.
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Nimczik (2023)

Nimczik (2023), “Job Mobility Networks and Data-Driven Labor
Markets”

I Considers non-geographic, “data-driven” labor markets based
on observed worker flows between firms

I Create firm network using the universe of job-to-job transitions
I Partition job mobility network into separate markets based on

Stochastic Block Model (SBM)
I Two firms are in same labor market if they have similar

probabilities to link to the rest of the network
→ Labor markets determined by unobserved transition costs

including moving costs, skill transferability, preferences for jobs
etc.
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Nimczik (2023): Map of labor marketsFigure 4: Geography of Endogenous Labor Markets

1975-1980

Market 1 Market 2

Market 3 Market 4

Market 5 Market 6

Market 7 Market 8

Market 9
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Nimczik (2023): Findings

1. Higher shares of job transitions within data-driven labor
markets than within geographical entities of same size

2. Finds two distinct types of data-driven labor markets
I Spatially clustered firms resembling traditional local labor

markets
I Firms scattered across the country in industry-specific

city-type markets (becoming more important over time)

3. Scope of data-driven labor markets differs across subgroups, in
particular across skill-groups: the spatial distance between
firms within data-driven labor markets for high-skilled is about
1.3 times larger than for low-skilled
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Nimczik (2023): Application

Study a local labor demand shock:

I Unexpected mass layoffs in the Austrian steel industry in
mid-1980s
→ Adverse effects on employment in non-steel firms from the
same data-driven labor market (also in distant regions) Why?

I Data-driven labor markets can predict scope of the impact:
Most important margin of adjustment is mobility within
“data-driven” labor markets but across regional labor markets
and industry boundaries
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Borusyak, Dix-Carneiro and Kovak (2023)

Borusyak, Dix-Carneiro and Kovak (2023), “Understanding
Migration Responses to Local Shocks”

I Most of the literature on local demand shocks finds small or
no migration responses of workers

I Reason is that conventional regression is misspecified:

L̂` = α + β ẑ` + ε`

I Intuition: workers’ response to a local shock also depends on
the shocks in potential alternative locations (i.e. potentially
distant but connected labor markets as in Nimzcik, 2023)
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Borusyak, Dix-Carneiro and Kovak (2023): Intuition

City 1 City 2

Rural 1 Rural 2
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Borusyak, Dix-Carneiro and Kovak (2023): Intuition

Case 1: Neg. shock in city 1 and rural 2

City 1ẑC1 ↓ City 2

Rural 1 Rural 2 ẑR2 ↓
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Borusyak, Dix-Carneiro and Kovak (2023): Intuition

Case 1: Neg. shock in city 1 and rural 2 ⇒ Large migration outflows

Case 1:

City 1ẑC1 ↓ City 2

Rural 1 Rural 2 ẑR2 ↓
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Borusyak, Dix-Carneiro and Kovak (2023): Intuition

Case 2: Neg. shock in city 1 and city 2

Case 2:

City 1ẑC1 ↓ City 2 ẑC2 ↓

Rural 1 Rural 2
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Borusyak, Dix-Carneiro and Kovak (2023): Intuition

Case 2: Neg. shock in city 1 and city 2 ⇒ Small migration outflows

Case 2:

City 1ẑC1 ↓ City 2 ẑC2 ↓

Rural 1 Rural 2

63 / 66



Borusyak, Dix-Carneiro and Kovak (2023): Model

1. Develop a model with many labor markets ` and costly
migration to characterize mobility responses to labor demand
shocks

2. Interpret β through the lens of the model

I True response to unit shock in location `: 2θ

σ
· M`
L`

I Estimate from conventional regression: 2θ

σ
· ML ·

1−ρ

1−ρ̃

⇒ True responses to counterfactual shocks could be large even if
β̂ ≈ 0

3. Propose simple alternative estimation procedures better suited
to understand migration responses
I Control for migration-weighted average shock to other

locations
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A characterization of β

Theorem: under low-mobility approx. and ẑ` that are as good as
randomly assigned:

β =
2θ

σ
·M
L
· 1−ρ

1− ρ̃

The effect combines:

1. migration elasticity θ relative to labor demand elasticity σ

2. national no-shock share of migrants M/L

3. attenuation factor 1−ρ

1−ρ̃
: below 1 if shocks are particularly

positively correlated between regions with strong migrant
connections
I ρ̃ = ∑o 6=d

F̃od
M̃

Corr[ẑo , ẑd ] in placebo w/ no migration costs,

F̃od = LoLd
L

I ρ = ∑o 6=d
Fod
M Corr[ẑo , ẑd ] avg. migrant flow-weighted shock

correlation
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Model-Consistent estimation

Model-consistent estimation using OLS:

L̂` =
2θ

σ
·M

0
`

L0
`

· (ẑ`− ẑ`) + ε`

where ẑ−` is the average shock to migrant-connected locations:

ẑ−` ≡ ∑
k 6=`

Fk`
M`

ẑk
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